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ABSTRACT

A seml-empirical analytic model for leeside flow field behavior over
sharp ¢lrcular cones at large incidence is described. The methodolegy In-
volves replacement of the actual body by an invisclid equivalent body over
which the flow field is developed. The equlivalent body Is selected by a
combination of turbulent boundary layer analysis up toc the primary separa-
tion point and correlation of available experimental results within the
separated regions. The inviscid flow fleld over the equivalent hody is
deveioped by means of a numerical finite difference marching technique
(Kutler program}.

Computer programs for implementing the analysis were developed and
dellvered to the AFFDL/FXG together with user's manuals. The performance
of these programs is demonstrated by several numerical examples and com-
parisons with experiment.
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SECTION |

INTRODUCTION AND BACKGROUND

Up until the last decade very little interest existed for development
of computational methods for describing flow field behavior on the leeside
of conical bodies at very large incidence. This lack of interest was a
consequence primarily of practical! considerations since, until that time,
sustained flight at angles of attack comparable to or greater than the ve-
hicle thickness to length ratios was not required to fulfill any practical

mission requirements.

With the advent of the space shuttle concept and the rapld improvement
of ABM performance this situation has changed dramatically, as evidenced by
the many studies of this problem undertaken during the past several years.
As might be expected, many of these studies were of an experimental nature
(References 1-6), with most analysis restricted to treatment of cones at yaw
angles only up to about the cone half angle {References 7-13). The problem,
of course, is an exceedingly dIfficult one since it invoives the growth and
separation of a three dimensional boundary layer which subsequently interacts
with the outer inviscid flow, This phenomenon can effect vehicle performance
aerodynamically (stability) as well as thermodynamically {(heating rates). The
location of the separation lines and the strength of the vortices which result
from rollup of the shear layer evidently can influence the fiight dynamics of
a given vehicle configuration. Furthermore, with regard to the heating situa-
tion, it was found experimentally that heat transfer rates on the leeward sur-
féces could achieve levels comparable to those on the windward side and, under
certain conditions, even exceed these values, The practical implication of
these observations was apparent and provided the motivation for developing

analytic techniques capable of describing the details of the phenomenon.

Prior to ATL's current study, such analyses as were available were re-
stricted to relatively low angles of attack and laminar conditions. Reference
(13) is a representative example of these studies but the flow field treated
therein differs in a fundamental way from that investigated by ATL during the

past year.



In order to clarify these differences it is instructive to examine and
compare the information presented in Figures (la), (1b) and (lc) with that in
Figures (2a), (2b) and (2c). It is evident from this comparison that there
are two distinct flow patterns associated with the small and large angles of
attack. The first type consists of one separation point and a single re-
circulating region., The other consists of two separation points and two re-
circulation regions. |t has been concluded from our research effort during

the past year that the single separation exists for the following condlitions:

1. Low angles of attack (a/Bc < 1.2) for both laminar and turbulent con-
dltions, high and low Mach numbers,

2, High angles of attack, M_ > 5, and low Reynolds number.

The double separation type of flow field which has been investigated at ATL
exists for the following conditions:

{a) High Reynolds number (turbulent) for all ranges of Mact number
and for alec > 1.2,

(b} Low Mach number, l'aminar flow conditions and a/6. > 1.2,

A direct comparison of these two patterns is depicted schematically in Figure
{3). The associated pressure distributions are shown in Flgure (4}. Whlle
conditions for laminar flow could be analytically treated and has been treated
recent]y for the single type of separation, the double separation flow field

for turbulent conditions Is complex and requires a semi-empirical type of
analysis.

From a practical point of view, the motivation for developing an analytic
capability for describing the second type of flow phenomencon ultimately derives
from a need to compute heat transfer characteristics on the leeward surfaces
when these double recirculation zones or vortices are present. Note that con-

siderable evidence exists which indicates that the cobserved high heating rates

...2_
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mentioned earlier are directly attributable to the formation of such vortices.

Under certain conditions associated with practical flight trajectories of
blunted cones, regions of laminar and turbulent conditions can occur simulta-~
neously., It is conceivable that this transition can trigger the vortices which
would not occur under purely laminar conditions., Evidently, the avallability
of a reliable flow fleld predictive technique is a prerequisite for determina-

tion of when and if these mechanisms occur.

In some recent experiments conducted at the New York University Aerospace
Laboratory {(Reference 14), some peculiarities with regard to heat transfer
measurements have been observed. These could be explained in the light of .
the phenomena described above. A summary of these results is presented in
Figure (5). 1In this case, heat transfer rates on the leeward plane are not
only higher than those on the windward plane under laminar conditions but
under turbulent conditions as well. The area on the cone associated with these
regions of high heating may be seen In the oil film picture (Figure 6) where

the feather type markings are located.

SImilar behavior has been observed on space shuttle type vehicles by
Whitehead at Langley Field (Reference 15). Figure (7) shows the dependence
of these heating rates on Reynolds number while Figure (8) shows the variation
with Reynolds number, Mach number and angle of attack. It is evident from
these results that vortex heating is significant and needs to be accounted for

to Insure proper design of high performance reentry configurations,

The method of approach and analysis utilized by ATL to treat this problem
during the past year is described in the next two sections. Results and com-

parisons with experiment are presented in the subsequent sectlon.
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SECTION 11
METHOD OF APPROACH AND ANALYSIS

The overall objective of the current effort was to develop a numerical
computation scheme which would provide a description of the flow field char-
acteristics and surface conditions on the ieeside of cones at large inclidence
and at conditions corresponding to a turbulent boundary layer state. The
method of approach utilized to achieve this objective is a semi-empirical one
which utilizes an inviscid equivalent body in order to develop the flow field.
The equivalent body s derived from a combinatlon of viscous turbulent bound-
ary layer program up to the primary separation point and a correlation of flow
field data within the separated region. The method Involved the following in-
gredients:

A. Physical Model - The physical model which was employed incorporates

the concept of an "effective' body to represent the region of high shear ad-
jacent to the geometric body. That Is, the shear layer, including both the
boundary layer proper and the vortices, was considered to be enclosed by a
streamiine or stream surface which divided the region of high shear from the
outer inviscid shock layer, The pressure across this shear layer is assumed
constant and the Inviscld flow field develops as if in the presence of a body
whose cross sectional geometry is defined by the aforementioned dividing stream
surface.

B. Flow Field Computation Scheme - Once the effective body shape has been

determined a computation scheme capable of determining a three dimensicnal,
supersonic flow fleld fs required. Actually, as will be discussed below, this
scheme is also utilized to ald in the determination of the effective body '
shape. The flow fleld computation scheme (FFCS) selected for this purpose is
that due to Kutler, Reference (16) which was specifically designed to analyze
the flow field over three dimensional configurations at high angles of attack
at NASA~Ames.

The analysis involves numerical integration of the finite difference

analogue of the conservation equations for three dimensional inviscid iso-

~-16=-



energetic flow, The working independent variables in this numerical scheme

are related to the cylindrical coordinates z, r, and ¢ according to

zZ =z ()

Elz,r8) = (r=r )/ (r o) (2)
n{¢} = arctan (¢ tan ¢) (3)

where z is aligned with the body axis. Here rb=rb(z.¢) and rs=rs(z.¢) represent
the vehicle body geometry and shock location respectively., The parameter « is

a free parameter which serves the purpose of distorting the mesh in the physical
plane; i.e.: equal increments of n results in a clustering of ¢-increments in
the vicinity of ¢=90° when 0 < x < | while for ¢ > 1 the clustéring occurs in

the vicinity ¢=0, 180°, For k + | of course the spacing approaches uniformity.

The integration scheme involves a straight marching procedure in the
hyper@olic coordinate z. Accordingly, the scheme can be applied only to a
supersonic domain and further requires specification of valid initial data
along some starting line. For the general case this must be supplied by other
means (e.g.: a subsonic blunt body scheme). For the present application, how-
ever, where body geometries are restricted to the conical case (drb/dz = constant)
inTtial data can be arbitrary since, for sufficiently large z, the desired
conical solution will be obtained independent of the correctness of the initia}
data.

Detalls of the analysis and the numerical methods associated with the com-
putation scheme are not included here since they are well documented in Refer-
ence (16). In particular, it 1s noted that ATL's involvement in the develop~
ment of the FFCS consisted solely of developing a specialized geometry package
suitable for the present purpose. This geometry package has been substituted
for the version incorporated by the orliglnal computer code as received from
NASA-Ames.

_]7_



The necessity for revising the geometric representation is exemplified by
the comparison shown in Figure (3). As can be seen, the general character-
istics of the geometry needed to represent the shear layers on cones at high
incidence differ In a very profound way from the shuttle-like configuration

for which the original computer code was intended.

The geometry used to represent the shuttle configuration in Reference
{16) is indicated in Figure (10) and is labelled Kutler's geometry where it
is compared with our initial proposed modifications. The proposed changes
consisted of the addition of two sets of four segments between straight line
segment 5-6 and the original ellipse 6-7. Each set of segments consisted of
ellipse, line, cubic and line. The additlonal geometrical segments were as
follows: ellipse - segment 6~7 {defined using point i), line - segment 7-8,
cubic - segment 8-3, line - segment 9-10, ellipse - segment 10-11 {defined
using point j), line - segment 11-12, cubic - segment 12-13 and line - segment
13-14, The original ellipse 6-7 was replaced by the equivalent ellipse 14-15.
Specification of these 8 additional segments required 16 input parameters
namely X, Y. Yau Ygu Xgs Ygu 095 Yigs oo Ypu Yph Yips Xygs Yyg 85 and

Ylh with YIS replacing Y., of the original input. Figure {11} is a chart

7 _
indicating the changes which were required to the input of the program.

These modifications were implemented and a series of calculatlons were
attempted with this version of the computer code. |t was found, however, that
even this augmented version of 14 segments was unsatisfactory in terms of
providing the flexibility to reproduce the desired pressure variations. Ac-
cordingly, a further modification was implemented Involving a straightforward
tabular input of effective body radlus at each of the peripheral grid points.
This scheme proved to be successful and determination of effective body shapes

was achieved without further difficulty.

Once this had been accomplished these body shapes were generalized in
terms of their dependence on displacement thickness at the primary separation
point and angle of attack as is discussed in Section |IIE The logic of the
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KUTLER'S GEOMETRY
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geometry subroutine was subsequently modified so that the requisite tabular
inputs are generated internally consistent with this generalization. This
aspect is discussed in detail in Section I!IE, as well as in the user's manual
for the FFCS which has been delivered to the AFFDL/FXG.

C. Boundary Layer Computation Scheme - A boundary layer computation

scheme (BLCS) is needed for two reasons, First, in order to characterize
the effective body shape In the separated region the boundary layer state
up to the primary separation polnt needs to be defined. Furthermore, once
the effective body shape has been determined, boundary layer calculations

within this region are needed to define the surface conditions,

The boundary layer scheme selected for this purpose utllizes the stream-
ilne tracing concept with a small cross~-flow assumption proposed by Vaglio-
Laurin References (17) and (18). Details of the analysis may be found in
References (19) and {20). These also describe the numerical procedures and
computer code developed to implement this scheme. A user's manual for the
BLCS Is walso available from the AFFDL/FXG. The selected method provides
the three dimensional capability which is an essential feature of the viscous

flow phenomena involved in the present study.

It should be noted that implementation of this computation scheme requires
a priori knowledge of the inviscid pressure* varlation along streamlines as
well as the distribution of h2, the parameter which characterizes the stream-
line spreading. Determination of these properties requires a streamline
tracing capabllity. During the current contractual effort a special scheme
valid for sharp nosed circular cones was developed which permitted boundary
layer calculations to be performed up to the primary separation pdint enly,

A description of this analysls is given in the next sectlon.

*For blunted cones the variation of edge entropy is alsc needed. This applica-
tion has not been considered during the present study.

-22=



D. Streamline Tracing Ana'ysis - The assumptions on which this analysls

s based Tnclude that the flow is conical, the bow shock is straight and at-
tached and the flow downstream of the shock Is isentropic. Under these cir-
cumstances the components of veloclty on the cone surface in the peripheral

direction v, is related to that along cone generators va by the differential

¢
equation
d VR .
Eg—— = V¢ sin ec - (4)
where V¢ z V¢/VL and Vg = VR/VL are the velocity components normalized with

respect to the limiting velocity and ec is the cone half angle. The coordi-
nate notation is defined in Figure (12). Equation (1) follows from Equation

(14-4) of Reference (21) when applied to the surface of the cone .

The velocity components can alsoc be related to the local pressure via the

equation
2 X_
Boo (L)Y exp(-as/R) (5)
P 1 - v
where
2 _ .2 2

V_ is the free stream velocity normalized with respect to V, and AS/R represents

L
the entropy jump across the oblique shock on the windward side in the plane of

symmetry; i.e.:

exp(-45/R) = P, /P, (N
2 % )

The quantity AS/R is a constant under the assumed conditions and can be evaluated

once and for all when the shock inclincation Bs is known.

-23-
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If the pressure distribution is prescribed as a function of ¢ Equations
(4), (5) and (6) represent three equations for the determination of the two
velocity components V¢ and VR and the resultant V. This is the approach
adopted here., Specifically, the pressure variation is considered to be gliven
either as a tabular input, or, alternately is represented by curve fitting

three points in accordance with the trigonometric relation

P(¢) = A cos ¢ + B cos 26 + C

where

P = plp,

The coefficients appearing in Equation (B) are evaluated by specifying the

pressures Pl’ P2 and P3 at values of the peripheral angles ¢], ¢2 and ¢3

respectively, Then -

x>
[

[P1(82-83) + 92(33-51) + P3(B]-Bz)] o"

-1
[P](AB-Az) + PZ(A]-A3) + PB(AZ-AI)] D

-1
C = [P,(A A.B.)) + PZ(ABB‘-A]BB) + P3(A B.-A_B,)] D

2837448 1°27%2%

where
D=AB+A_B, + AB, - AB, - AB, - A.B

273 371 172 271 173 372
and
Al Z cos ¢I
Bi =z cos 2¢i

Equation (8) has been found to provide a good representation of pressure

variation arcund sharp circular cones at incidence (Reference 22) at least
o :

for angles 0 < ¢ < 1207,

(8)

(9a)

(9b)

(9¢)

(9d)



with P(¢) specified the variation of the resultant velocity V(¢) can be
obtained in an elementary manner from Equation (5). Determination of V¢(¢)
and VR(¢) requires numerical integration of Equation (4). The procedure
utilized here is as follows. |In terms of the finite difference mesh defined
in Figure (13) we can write the central difference form of Equation {(4) as

VR(:) - VR(I—Z) + 2 V¢(f'|) ¢ sin 6 (10)
Equation (10) permits calculatlon of VR at a generic point | within an error
of order (A¢)2 In terms of data evaluated at the two preceding mesh points,

The corresponding value of V, is given by virtue of Equation (6) as

¢

v (1) = A - VR

where we recall that V(i) is known at all ¢{i). To inlitiate this procedure

we apply the boundary condition
V (i} =0
¢( )
VR(I) = V(1)

which follows from symmetry considerations since ¢{1) = 0. We also make use

of the one sided difference form of Equation {4); viz.

v, (2)
Vo (2) = v (1) + -‘Lz— a¢ sin o (11a)
also
vﬁ(z) + vi(z) - v4(2) (11b)

Elimination of VR(Z) between these two equations yields the quadratic relation

a vi(z) + b v¢(2) +c=0 | {12)
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where

Ad sin Bc 2
a=14+( 7

b = VR(I)-A¢ sin 8
¢ =v2(1) - v2(2)

Equation (11b) and (12) permit evaluation of V¢(2) and VR(Z). in this case,

within an error of order A¢. Accordingly V and V can be determined for

v
$* R
all ¢ by a step by step Integration procedure using Equation (10). Certain
auxiliary relations which are of Interest can then also be computed. In
particular, the flow inclination relative to cone generators ¢ Is determined

from the relation

¢ = arc tan (V¢/VR)
The derivative 3V¢/B¢ is also needed. Following Reference (22) this is

given by

2 ¥ .
i f!i. ) [sln BC i , (l aZP\] ) 5in ec
vV 5% 1 2 ‘P 2 2
Y M, 3¢
where _
2 2V2

Me - 2

(y=1) (1-v%)

For the case when the pressure distribution is curve fit, the second
derivative of pressure follows fmmediately from Equation (8); viz:

BZP
-5 =- (A cos ¢ + 4 B cos 2¢)

3¢

For the case where the pressure distrlbution is represented by a tabular

input of P vs. ¢ Equation (14) is replaced by

v¢(;+1) - V¢(i)
V(i} 4¢

1 oV
(v' 3399i =

(13)

(14)

(15)

(16)

a7



With the conical flow field thus established tracing of streamlines on
the surface of the cone requires determination of the streamwise increment ds
assoclated with an arbitrary increment dR along a conical ray starting at any
*
generic point Q(Rj, ¢j). This is given by
ds? = dr® + ri do’ (18)
where Fe is the local radius of the cone which is a known function of R; i.e.:

Fo® R sin @ . In Equation (18) d¢2 is obtained from

tan . dR
de = Rj-:AdR | (19)

which follows by definition from Equation (13). In Equation {19) the stream-
line inclination ¢y is to be evaluated at ¢ = ¢j as Indicated by the subscript,
On the other hand, the cone radius Fe is evaluated at R = Rj + dR. A step

by step application of Equations (18) and (19) yields the streamline trace

in terms of its coordinates R and ¢. The pressure, veloclities, etc., along
the streamliine can then be determined by interpolation with respect to ¢

wlithin the conlcal solution previously obtained.

The final ingredient needed for the boundary layer analysis is the metric
for the coordinate normal to the streamlines, hz, which is a measure of the

local streamline spreading., This can be determined from the differential

equation*
d tn h2 i} d &n Fe . 1. agp (20)
ds ds r Vv 3

*We use subscript j here to distinguish mesh points along streamline traces
from the discrete intervals at which the conical solutions are obtalned.

#kEquation (20) is actually an approximate version of Equation (B-11) of Refer-
ence {17). The approximation resides In the fact that the cone radius r. ap-
pearing on the right hand side should actually be the radius of the equivalent
body of revolution as defined in Appendix B of Reference (17). For the re-

~ latively shallow cone half angles and angles of attack for which this analysis
has been developed this approximation should be reasonable. Note that the
percent difference between r. and the actual curvature can be estimated to be
on the order of 100 (1 - cos ¥ cos ec).
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Again, a finite difference scheme is employed to integrate Equation (20).

The form taken is

(hz)‘ = exp (F} + FZ) (21a)
Jj+1
- -1 '
Fpo=tn [(r)  (hy) (r) 7] (21b)
jtl b
oV 3V
ds | 1
F, o= 92 i ) (e =) ] (21c)
2 2 e V 39 4] Fe V 3¢ ]
Initial conditions for Equation (20) are applied at R = dR In accord-
ance with
3
~ 1+ =k
h2 = 5in GC (dR) 2 (22)
where
_ 2 3V/3e
K=3 Vsins, (23)

Equation (22) gives the correct |Imiting behavior for zero angle of attack
(1.e.h, ~ rc) and is consistent with the known solution for ¢ = 0 as de-

veloped by Roshotko (Reference 23).

The procedure utillzed to integrate Equations (18) and (21) Is as

follows:

1. Starting at a generic point J the variable R is incremented by an
amount dR from which (rc) = (Rj + dR) sin 8, s computed.
J+l

2, Since wj is known, the Increment d¢ can be computed from Equation (19).

3. The increment ds then follows directly from Equation (18}.
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4, With ¢ = ¢j + d¢ Interpolation within the stored conical solution
yields the value of (1/V 3V¢/3¢)j+l needed In Equation {(21).

5. The right hand side of Equation (21a) can now be evaluated ylelding

the deslired value of (hz). .
J+l

In carrying out this procedure a test is made on the relative change of
1/v 3V¢/8¢ corresponding to a choice of dR. |If the change Is greater than
a certaln tolerance the step slze is halved and the integration step is re-
peated. Thus, the step size for integration is controlled Internally by the
computer loglc based on the specifled tolerance. Numerical experiments made
using the computer code based on this analysis have shown that a relative

change of 5% or less provides sufficient accuracy.

The computer code based on this analysis is called STRMLN and s de-
scribed in detall in the user's manual which is available from the AFFCL/FXG
Numerical results obtained using this code and an assessment of its ac-

curacy are presented in Section 111A below,

E. Determination of Effective Body Shape - The approach utilized to de-

termine the effective body shape invulved use of the FFCS described In Sec-
tion |IB above In conjuﬁction with data supplied by the Alr Force, Reference
(24). The latter consisted of surface pressure and heat transfer measure-
ments around the periphery of a 6° half angle cone approximately 36 inches
long and pitot and total temperature distributions throughout the shock layer,
These measurements were obtained at a free stream Mach number M_ = 6 and unit

Reynolds number of 4.25 x 105

per inch with the cone at angles of attack
a =3, 6, 9 and 12 degrees. These tests were conducted with both a sharp

cone and blunted cone (nose radius = 0.4 inches).
The effective body shapes for each of these cases was established by an

iterative procedure wherein different body shapes were prescribed as Input to

the computer code until a satisfactory match of the calculated surface pressure

..3]..



variation with the measurements was obtained., This procedure was entiraly
successful as will be demonstrated by the results presented in the next
section. Further confirmation of the adequacy of the resulting flow field
calculations was provided by comparison of the calculated and measured
pitot pressure distributions. Again, excellent agreement was obtained.
Results of these comparisons are also shown in the next section.

Once this step had bean completed It was possible to characterize the
effective body shape dependence on angle of attack by relating the peripheral
distribution of shear layer thickness to the displacement thickness at the
primary separation polnt. The latter, of course, was estimated by means of
the BLCS described in Section IIC,

At this point in the development it was necessary to generalize the
nominal body shapes thus established to account for the effects of Mach
number and cone hailf angle* as well as for angles of attack greater than
those studied above (i.e., a/Bc > 2}, This generalizatlon, or extrapolation
would be established by utilization of other data which is available
{cf: Table 1} as well as the pressure correlations which were developed
under the current ATL effort. These pressure correlatlons are an essential

ingredient of our method of approach and are discussed in the next section,

F. Leeward Side Pressure Correlations - Stnce the number of geometric

and flight parameters which define the flow configuration are numerous

(o, 8> M_, Re ) and their range of Interest quite extenslve It was recognlized,
at the outset of thls study, that detailied analysis of data for all conditlons
and ranges of conditlons would not be feaslble. Accordingly, the approach
adopted here was to establish the basic form of our analytic model from de-
tailed examlnation of & limited set of experimental results and then utillze
the remalning data to ''calibrate! the model to properly account for variations

in M_, etc.

*Reynolds number effects are taken intoc account automatically via the dis~
placement thickness calculatlion at the primary separation point.
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SOURCE OF EXPERIMENTAL DATA EXAMINED

TABLE |

Investigator

Re,,

and Reference | M_ (m1 13 1ons) o(degrees) |6 _(degrees) (s/rn)
Anderson {25) 10.8 ,003 - .04 | 1-15 10.0 sharp
Buck (26) 7.5, 11.0, 14,0{ 1.6 - 50.0 | 5-20 7.0 25-80
Feldhuhn (3) | 5.07 .5 - 5.0 10-30 5.0 sharp
Fitch (27) 10.2 .86 - 8.5 14.0 7.1 sharp
Horstmann (28)] 41.0% .04 - .5 5, 10, 15 3.0 sharp
Rhudy (24)] 6.0 3.5 - 15.0 { 3-12 6.0 sharp

ZZTBH
Rainbird (2) 1.8, L4.25 21.2, 43.4 15.6, 22.8 12.5 sharp
Stetson (4) 4.5 .056 - .80 [ 2-18 5.6 sh:rp

3 336
Tracy (1) 7.95 .05 - .4 2-24 10.0 sharp
Widhopf (6) 5.0 1.0 - 50,0 | 10-27.5 9.0 1.05-5.25
Yahalom (5) 2.72 .35 - .56 5-30 10, 15, 20 } sharp
Zakkay (29) 6.0 4.0 - 40.0 | 7.5-22.5 7.5 sharp

*Hel ium Tunnel
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The Air Force data of Reference {24) was selected as the primary source
for the model development since it provided the most detalled set of measure-
ments at conditions which were of most interest from a practical standpoint
and permitted systematic examinatlion of the effect of angle of attack. The

latter, of course, is the essential parameter controlling the phenomenon.

The remaining data was utillzed to establish a correlation which could
allow estimates to be made of the pressure ratlos pL/pm, pp/pm and ps/p°= as
defined in Figure (4) for glven values M_» a/ec and Re_, x, the latter being
a Reynolds number based on free stream conditlons and length along a conlcal
ray. Although some of the data sources gave anomalous results, é satisfactory
correlation was achleved and s presented in the next section. With this cor-
relation available the means for calibrating the analytic model for any com-
bination of the controllling parameters is available,

G. Summary - ATL's method of approach may be summarized as follows:

1. The separated regions of high shear on the leeward slde are
represented analytically by modifying the body c¢ross sectlions

in an appropriate manner.

2. The form of these modifications is determined by an iteratlve
procedure involving the Kutler flow field program and selected
pressure data - a match of calculated and measured surface

pressure distributions defines the desired body shapes.

3. Generalization of these effective body shapes for practical
ranges of interest of the controlling parameters Is established
by ‘‘callibration' of the model using the available experimental
data in the form of pressure correlations. '

L. A description of the flow fleld throughout the shock layer Is

obtained by means of the Kutler program applied to a body

geometry which takes on the effective shapes as deduced above.
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SECTION |1
NUMER{CAL RESULTS AND COMPARISON WITH EXPERIMENT

A. Streamline Tracing Scheme - Typical results cbtalned with the

STRMLN code are shown in Figure (14). These results correspond to one of
the experimental cases of Reference (24) so that the requisite pressure
Input could be obtained directly from measurements. In Figure {15) the
pressure distribution determined by Equation (8) is compared with these
measurements. As can be seen the agreement is excellent and demonstrates
the applicability of the form selected for curve fitting of these pressure
distributions.

A further check on the validity of this formulation is provided by
the results shown in Figure (16). Here we have compared the flow inclina-
tion y as computed by the STRMLN code with that predicted by the FFCS.
Further indirect evidence of the satisfactory performance of the STRMLN

is provided by the boundary layer results presented in the next section.

B, Boundary Layer Computation Scheme « To verify the adeguacy of the

selected BLCS a series of calculations were carried out at conditions for
which experimental data were available for comparison. Representative re-
sults are shown in Figures (17) through (21}. |In Figure (17) estimates of
Stanton number variation along the several streamiines defined in Figure (10)
are shown. These include the most windward streamline (¢ = 00) as well as
those which issue (Inittally) in the 4 = 224°, 474° and 60° azimuthal direc-
tion; f.e.: at zero incidence these streamliines would be colncident with

the cone generators defined by these values of ¢.

The Stanton number estimates are compared with the experimental distribu-
tions deduced from the Air Force data (Reference 24) In Figure (17} and indi-

&
cate excellent agreement in both the laminar and fully turbulent reglons.

*Note that the computer code described in Reference (20) has both a laminar and
turbulent boundary layer capability which has been exercised here. This pro-
gram alsc has a built-in transition criterion and an entropy gwallowing option as
well. For the present purpose, however, the program's transition option was
bypassed and transition was forced to occur at the axfal station implied by the
data as indicated in these figures. These options have been included in the
BLCS -
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Additional comparisons for the windward streamline at angles of attack

a = 6%, 9° are presented in Figures (18) and (19) respectively. Evidently,
the agreement for these cases is as accurate as for the o = 12° results
shown in Flgure (17).

A demonstration of the adequacy of the BLCS in terms of its ability
to predict integral thickness variation around yawed cones 1s shown In
Figure (20). The comparison here is with the data of Rainbird {Reference
2}, To obtain our theoretical estimates a number of streamlines were
traced at the appropriate values of angle of attack and Mach number up to
an axial station x = 35 inches corresponding to the point where Rainbird's
profile data and integral thicknesses were determined. With the pressure
distribution and spreading parameter 22 thus determined, the BLCS was
exercised ylelding the varlation of § and & along the entire streamline.
The deslired values needed for comparison with the experimental results were

then read off at the appropriate axial stations.

The results are shown in Figure (20) for all of the cases examined in
Reference (2). As can be seen, the agreement for both integral thicknesses

is satisfactory up to peripheral angles of ¢ v 120°.

Additional evidence of the excellent performance of the BLCS in terms
of displacement thickness predictive capability is demonstrated in Figure
(21). Here we have compared the pressure measurements of Reference (24)
with those computed by means of the FFCS with and without the displacement
thickness effect predicted by the BLCS. The latter distributions are shown
in Figure (22). 1t is interesting to note that despite the relatively high
Reynolds numbers which are involved here a small but discernible viscous

interaction effect Is evident even on the windward portions of the cone.

Finally, in Figures (23) and {(24), results are presented which demon-
strate, indirectly, the satisfactory performance of the STRMLN code in terms

of the computation of the streamline spreading parameter hyo Thus, Tn Figure
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(23) we repeat the comparison shown earlier in Figure (17a) and include an
additional computation due to the BLCS but without the effect of streamline
spreading. That is, in one case the computation was carried out using the
h2 distribution determined by the STRMLN while in the second case the actual
geometric body radius was utilized to represent the h2 distribution. As

can be seen in Figure (23) the Stanton number predictions are in substantial
disagreement with the measurements when the body radius Is utilized, par-
ticularly for the laminar case, while the prediction based on the h, varia-

2
tion generated by the STRMLN providesexcellent agreement with the data,

A similar result is shown in Figure {24). Here we have compared the
variation of Stanton number and displacement thickness on the windward plane
for one of Rainbird's cases (MDo = 4,25, g = 15.60) as determined with and
without the streamline 'spreading'' effect. It is apparent that the effect
of streamline spreading on the Stanton number level Is not too significant
as has previously been pointed out by Wldhopf (Reference 30). Note, for
example, that at x < 35 the percent difference between the two values of
St Is only 5%. However, the corresponding Influence on displacement thick-
ness Is far from negligible. Indeed, the displacement thickness at this
station would be over predicted by about 60% 1f streamline spreading were
neglected. |In contrast, with the spreading effect included the prediction
is within approx!Imately 10% of the measured value. |In the present applica-
tion, of course, an accurate representation of Integral thicknesses s cru-
cial. Thus, these results demonstrate the importance of utilizing computa-
tional tools which properly reflect the three dimensional character of both

the inviscid and viscous flow phenomena which is of interest.

C. Determination of Effective Body Shape - The results of our efforts

to deduce appropriate body shapes to represent the viscous layers on the cones
studied In Reference (24) are summarized in Figures (25) through (30). Flgure
(25) shows the final selections of shear layer thickness distributions, The
pressure variation computed by the FFCS for these effective bodies 1s com-

pared with the experimental data In Figure (26). Compar!son of pitot pro-
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flles for the o = 6° and 12° cases is shown in Figures (27) and (28).

For the o = 12° case a pitot pressure map was also prepared and lis
shown In Figure (29a}. This may be compared with the corresponding experl|-
mental map shown in Figure (29b) as provided in Reference (24).

Finally in Figure (30) there is presented an expandes view of the pitot
maps for all three angles of attack to permit a detailed comparison of the
region of high shear (pngp; . b 0.7) and the effective body thicknesses.
Recall that the latter were determined by matching the peripheral static
pressure distributions. This comparison as well as all the other results shown
in Figures (25) through {29) demonstrate that our cholces of effective body
shape adequately represent the viscous phenomenon occurring on the cone sur-

face.

D. Pressure Correlations - The source of the data examined for this

correlation has been enumerated in Table |. Figure (31) summarizes all of the
results obtained from these sources for the leeward pressure ratio pL/p“ in
terms of the Reynolds number Re_ " No effort at a correlation is intended

»

here but the data is presented in this manner to provide a convenient refer-

ence and to indlcate the degree of scatter which exists,

ATL's effort to correlate all of these disparate data involved an ex-
amination of a variety of parameters with the initlal attempt being the use
of the correlation suggested by Feldhuhn (Reference 3). These and other
intermediate results will not be reported here but can be found detalled In

the several progress reports issued under the current contractual effort.

The final choice of correlation schemes involves the use of a modified

form of the viscous Interaction parameter for a cone
= i- H 2
Xc = M, (C_/Re_ x) /sin 8, (24)

The modification Involves a combination of Xe with the relatlive angle of in-

_59_



g3NIWYXT Y1YQ TYINIWIYIJXT 40 AUYWWNAS-YIGWAN SATONAIY SA Q) LvH 3¥NsSS3Iud QuvMIZI1  *1E JHNDId

X.SOm
mno_ oo_ mo_ :o_ mo_
1°0
o 8n 0°l
&
AV
(92) 49y “d/d
(4Z) "49Y ! {_]
) () sey L
(9) -39y P/ _
!
! J.....r..r/.— AMNU -*Ur_ 0.0—.
[.mmm ﬁf
(Lz) 434 @
() "4y ©
0°001




*
cidence n = a/ec according to
%
Fit = n/xc (25a)
Flit = (a/8_) (Mm/Rei’x/sinzec)-* (25b)

A plot of all of the data presented In the previous figure in terms of
pL/Qn vs Fb4 is shown in Figure (32). Although some correlation is apparent
within Individual sets of data (see especially the data of References 1 and
26), collapse of the entire spectrum of measurements Is obviously unsatis-
factory. On the other hand, [f the correlation scheme is restricted to the

following range of the pertinent variables *¥*

M, 25
Re > leoh
s/rN > 25

a satlsfactory correlation Is obtalned as shown in Flgure (33)}.

The restriction with respect to nose bluntness effect is, of course,
reasonable and simply delineates the point at which bluntness effects can be
neglected and the flow phenomenon can be considered self-similar (1.e.: conlcal).
The restrictions enumerated above, however, do serve to eliminate several data
sets obtained on sharp cones. Specifically, these include the experimental re-

suits of Anderson (Reference 25), Yahalom (Reference 5) and Rainbird (Reference 2).

*Note that the selected form of correlation parameter Fi effectively sets (.
equal to unity., However, the effect of this parameter has not been examined
in our correlation schems,

#*Also excluded are the hellum results of Reference (28).
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For the first of these, no rationale for thelir exclusion can be offered at

4).

this time beyond noting the very low Reynolds number Involved (order of 10
The rationale for rejecting the latter two sets of data is associated with
the concept of the ''base interference' regime postulated by Stetson and 0jdana
{(Reference 4). It Is belleved that the combination of low Mach numbers

(1.8 < M_ < 4.25) and thick cone angles (10° 20 2'200) for which the in-
vestigations of References (2) and (5) were conducted places their results in
the aforementioned category. It should be noted, however, that the restric-
tions associated with this correlation are consistent with the requirements
and objectives of the subject contract. Accordingly, the selected correlation

shown in Figure (33) is consldered to be satisfactory for the present purpose.

To completely characterize the pressure on the leeward side of cones
at incidence, a way of estimating the pressure ratios pp/pm and ps/p°° and
their corresponding peripheral locations ¢p and b, as defined In Figure (4)
is also required. Forrevaluation of pP and Py an analysis similar to that
described above for P Was carried out., The results of these studies led to
the final form of correlation shown in Flgure (34). According to this cor-
relation, for values of Fh N 0.7 the minimum pressure occurs at the leeward
plane of symmetry; [.e.: the pressure decreases monotonically from the wlnd-
ward to the most leeward ray. As F4 continues to increase a minimum In pres-
sure (pp) occurs outboard from the ¢ = 180° plane. However, for values of
F4 up to about 2, the pressure subsequently Increases monotonically wlthout
an inflection point to the leeward value. Finally, for F4 X 2 a second
"mintmum'* In pressure and/or an Inflection point occurs tn the pressure dis-
tribution (ps).

The available data for the peripheral locations ¢p and ¢s are presented
in Figure (35) plotted against the relative incidence n. As can be seen these
parameters appear to be essentially independent of n and nose bluntness for the
-ranges considered. On tne basis of these results It is concluded that sultable
estimates for ¢p and ¢s are

-6~
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p

(26)
o
b = 165
E. Generalization and Calibration of the Effective Body Shape - The
selected effective body shape is shown schematically in Figure (36). Complete
definition of this geometry requires speciflcation of a total of seven para-
* 9 ® * %
meters; viz: Go,ap, §., és. 6L and ¢C and ¢s where, for the most general case,
these would all be a function of Mor o ec and Re " On the basis of our
analysis to date the following provisional representation s employed. Let
n = a/Bc. Then
6c = ke (n) 5 (27a)
5 = keln) & (275)
5wk {n) & (27¢)
L L\ p
¢c = Fyln) | (27d)
4 = Fy(n) (27e)
with
*
69 = G (Mgy nu 8, Re_ ) (27F)
¥
Gp - Gz(Mm, n, 8, Rem’x) (27g)

Our explicit cholces for the functional forms appearing In Equation
(27) are shown in Figure (37). The discrete symbols which appear therein re-
present the actual values which were employed In the FFCS to repeat the cal-
culations previously made with the body shapes shown in Figure (25). The sur-
face and pitot pressure distributions which resulted were undistinguishable
from those presented in Figures (26), (27) and (28).
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The parameters 5;

and 6: represent the displacement thicknesses at the
windward plane (¢ = 0) and at the ¢ = 125O plane. These are computed case by

case utilizing the BLCS and procedures described in Section VB,

We have indicated above that this representation is provisional. Thls
follows from the fact that the coefficients appearing In Equations{27) have
only an n - dependence which was deduced from a single set of experimental
results obtained at a flixed value of M and Bc and for a relatively |Imited
range of the parameter n (0.5 < n < 2.0). At this time the additional cal-
culations needed to establish whether or not the representation shown in
Figure {37) can be considered universal and how these curves can be extra-
polated to larger values of n have not been undertaken. This would con-
stitute the '"calibration' phase of the study. However, some indication of
the generality of our provisional model has been obtained and is demonstrated
by the results shown in Figure (38). Here we have compared the maximum thick-
nesses (6:) from the present results wlth those measured by Yahalom (Reference
5) at conditions which differ markedly from those of Reference {(24). The
agreement of the two sets of data Is remarkable and provides some justification

for considering the parameters kc(n), .. stc. Independent of both M_ and 8.
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SECTION 1V
CONCLUD ING REMARKS

The methodology described in the previous sections is capable of pro-
viding a complete description of the flow field throughout the shock layer
surrounding a clrcular cone at large angle of attack. The method is equally
applicable to sharp and blunt cones provided that, In the latter case, the
region of interest lies beyond a polnt 25 nose radii downstream of the
stagnation point.

In order to implement the method the combined use of three distinct
analytic tools is required. Each of these is Implemented by a computer code

and user's manuals for each of these codes Is provided In Volume Il of thls
report.

The sequence in which these codes are utilized Is as follows:

(a) The FFCS !s applied to the geometric cone at the selected
angle of attack to provide an estimate of the pressure dis-
tribution around the cone up to a peripheral angle ¢ = 120°,
Thls information is needed as input to STRMLN.

{b) The STRMLN code is used to trace a series of streamlines on

the surface of the gecmetric cone up to ¢ = 120°,

(c) BLCS is used to estimate the boundary layer properties at ¢=0 and
¢ﬁ120° based on the results obtained from step (b) above.

(d) The boundary layer properties obtalned In step (c), when input to
the FFCS, provide the means for estimating the effective body
shape which best represents the viscous effects induced by the
large incidence, Using this effective geometry the FFCS computes
all flow properties, incldding the surface pressure throughbut
the shock layer. The range of applicabllity of the methodology Is

restricted by limitations inherent in the FFCS analysis and com-
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puter code, Thus, the BLCS and STRMLN analyses and codes are
considered reliable for the entire range of condltions which

are likely to be of practical interest. On the other hand, at
the present time the FFCS has to be considered provisional since
It has not been tested over a sufficiently wide range of condi-
tions, Thls is particularly true of the generalized effective
bode shapes as indicated in Sectlion IVE.

In ATL's Jjudgement, the methodology can be expected to provide reason-
able estimates of flow fleld characteristics at Mach numbers on the order of
6 and for relative angles of incidence up to about 2. For conditions which
vary to any substantial degree from these values further calibration of the
method would be required before it can be considered a reliable technique.
ATL believes that such a calibration effort is feasible and that 7t would

be a useful undertaking for the immediate future.
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