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ABSTRACT 

The Hodgkin-Huxley descriptions of electrically excitable 
conductances are com.bined with Eccles descriptions of synaptic conduc­
tances to provide the basis of an electronic analog of nerve cell m.em.brane. 
A neural sim.ulation facility is constructed, com.prising ten pairs of these 
analogs with associated input and output equipm.ent. A detailed description 
of the sim.ulation facility is presented, including design philosophy, circuit, 
system. and m.echanical details. The sim.ulation facility is used to m.odel 
spatially distributed neuroelectric phenom.ena. Significant results include 
resetting of potentials in integrative regions by spikes generated at a 
rem.ote site, stable spike synchrony in independently driven, mutually 
inhibiting distributed neural m.odels, burst formation in mutually exciting 
neural models, and various nonuniform.ities of wave shape and velocity 
in conduction along a distributed axon. In addition, the facility is used in 
a sim.ulation study of the lobster cardiac ganglion. As results of this study, 
m.echanism.s are proposed for ganglion operation and specific neuronal 
connectivities are predicted. 
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SECTION I 

INTRODUCTION 

In a program supported by the Air Force Office of Scientific Research 
under contract AF 49( 638) -1232, members of the Systems Research Depart­
ment, Librascope Group, General Precision Inc., developed elaborate 
electronic circuits to simulate the signal processing properties of single 
nerve cells. These circuits were based on the properties of electrically 
excitable neuronal membranes, as specified by Hodgkin and Huxley com­
bined with the properties of sub synaptic membranes as specified by Eccles 
and others. Using these circuits, we were able to show that those mem­
brane properties could be extrapolated to account for many of the previously 
unexplained graded electrical phenomena observed in neuronal dendrites and 
somata. 

The purpose of our work under the present contract, AF 33(615) -2464, 
was to extend these studies to include signal processing in small nerve net­
works and ganglia. Specifically, we constructed a neural simulation facility 
with ten neural models, and we used that facility to simulate the nine-neuron 
cardiac ganglion of the lobster. Each neural model in the facility comprised 
two circuits, a SOMA MODEL and a SPIKE INITIATOR MODEL. The SOMA 
MODEL represented an integrative region of a ,neuron, complete with synaptic 
inputs. The SPIKE INITIA TOR MODEL, on the other hand, represented a 
trigger region of a neuron, capable of generating spikes - but little else. 

The neural analog facility is described in Sections II and III. Section 
II provides a general description of the facility along with its physiological 
basis. Section III provides descriptions of the electronic circuits and their 
operation. 

In preliminary studies with the facility, we examined the signal pro­
cessing properties of single neurons. These are discussed in Section IV. 
We also examined the properties of a lumped approximation to a distributed 
axon, which are described in Section V. Finally, we carried out a reasonably 
large portion of our proposed program of simulation of the lobster cardiac 
ganglion. Our results are described in considerable detail in Section VI. 
Our references are listed in Section VII. 

The simulation study has led to specific predictions of the connectivity 
among cells in the ganglion and to specific proposals of mechanisms of 
operation of the ganglion. These results are described in the last part of 
Section VI and should serve as a starting point for a project combining simu­
lation with the facility and direct experimentation on the ganglion. 
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SECTION II
 

GENERAL DESCRIPTIONS •THE NEURAL ANALOG FACILITY 

The Librascope neural analog facility consists of ten electronic 
neural models housed together in a double, desk-cabinet rack, with 
associated input-signal generating equipment and output-signal moni­
toring equipment housed in two additional racks. Each of the ten neural 
models consists of two separate networks, and each of these networks 
itself may be considered a complete neural model. One network, com­
prising most of the electronic circuitry in any of the ten models, provides 
a detailed and faithful simulation of the electrical properties of a single 
patch of nerve-cell membrane. This network is essentially a two-ter­
minal system with one terminal representing the conducting medium 
inside the nerve cell and the other terminal representing the conducting 
medium outside the cell. The electronic equivalents of seven elements 
are connected in parallel between the two terminals (see figure 1). Four 
of these elements together represent the components of electrically ex­
citable membrane as determined by Hodgkin and Huxley (1952a, b, c, d). 
The remaining three elements represent the components of synaptic mem­
brane as determined by Eccles and others (Eccles, 1964). The combi­
nation of these seven components in parallel repre sents a wide range of 
topographies within a single membrane patch. It may represent, for 
example, a patch of subsynaptic membrane with a contiguous patch of 
electrically excitabl,e membrane, or it equally well may represent a • 

IN SIDE 

OUTSIDE 

Figure 1. Circuit Equivalent of the SOMA
 
MODEL in the Neural Analog Facility.
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homogeneous distribution of the two types of membrane. The important 
features of the electronic simulations of these seven components are

I their detailed consistency with their physiological counterparts and their 
high degree of flexibility. The network incorporating these simulations 
has eighteen different parameters under the direct control of the experi­
menter.I

I 

I, The second basic network in each of the ten neural models is 
much simpler than the first. It consists of two parts: A rather inflexi­

I
ble approximation of a patch of electrically excitable membrane without 
synaptic components (the Spike Initiator) and a circuit that imposes a 
variable delay on voltage pulses (the Axon Delay Circuit). This combi­
nation is used to simulate the initiation and propagation of spikes in an 
axon. It has only two controllable parameters, the spike threshold and 

( 

the simulated propagation time. Like the more flexible membrane model 
described in the previous paragraph, the spike initiator is a two-terminal 
network. One terminal represents the inside of the nerve cell; the other 
terminal represents the outside. The network was designed to be a 
reasonable approximation to the Hodgkin-Huxley model for spike activity 
(Hodgkin and Huxley, I 952d). 

The combination of the two networks in each neural model pro­
vides the capability of a two-lump approximation to a spatially distributed 
neuron (see figure 2). The detailed, flexible model can be modified 
easily to provide the various electrical characteristics and diverse forms 
of behavior found in integrative regions of nerve cells; and the Spike Ini­
tiator can be coupled to it to represent a trigger region. The two-ter­
minal nature of each network makes this type of coupling extremely easy. 

THE HODGKIN-HUXLEY MODEL 

The networks representing electrically excitable membrane were 
designed to simulate the system of ionic conductances described by 
Hodgkin and Huxley for the squid-axon membrane. This system is 
basically one of dynamic opposition of ionic fluxes across the membrane. 
The membrane itself forms the boundary between two liquid phases ­
the intracellular fluid and the extracellular fluid. The intracellular 
fluid is rich in potassium ions and immobile organic anions. while the 
extracellular fluid contains an abundance of sodium ions and chloride ions. 
The membrane is slightly permeable to the potassium, sodium. and 
chloride ions. so .these ions tend to diffuse across the membrane. When 
the axon is inactive (not propagating a spike). the membrane is much more 
permeable to chloride and potassium ions than it is to sodium. ions. In 
this state, in fact. sodium. ions are actively transported from the inside 
of the-membrane to the outside at a rate just sufficient to balance the in­
ward leakage. The relative sodium ion concentrations on both sides of 
the membrane are thus fixed by the active transport rate, and the net 
sodium flux across the membrane is effectively zero. The potassium. 
ions. on the other hand. tend to move out of the cell; while chloride ions 
tend to move into it.. The inside of the cell thus becomes negative with 
respect to the outside. When the potential across the membrane is 
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axon • 

- - --- -

MOOEL PATCH OF SOMA MEMBRANE MODEL SPI KE INITIATOR 

Figure 2. A Two-Patch Representation of a Neuron. • 
sufficient to balance the inward diffusion of chloride with an equal out­
ward drift, and the outward diffusion of potassium with an inward drift 
(and possibly an inward active exchange), equilibrium is established. 
The equilibrium potential is normally in the range of 60 to 65 millivolts. 

The resting neural membrane is thus polarized, with the inside 
approximately 60 millivolts negative with respect to the outsdie. Most 
of the Hodgkin-Huxley data is based on measurements of the transmem­
brane current in response to an imposed stepwise reduction (depolariza­
tion) of membrane potential. By varying the external ion concentrations, 
Hodgkin and Huxley were able to resolve the transmembrane current 
into two "active" components, the potassium-ion current and the sodium­
ion current. They found that while the membrane permeabilities to 
chloride and most other inorganic ions were relatively constant, the 
permeabilities to both potassium and sodium were strongly dependent on 
membrane potential. In response to a suddenly applied (step) depolariza­
tion, the sodium permeability rises rapidly to a peak and then declines 
exponentially to a steady value. The potassium permeability, on the 
other hand, rises with considerable delay to a value which is maintained 
as long as the membrane remains depolarized. The magnitudes of both 
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the potassium and the sodium permeabilities increase monotonically with 
increasing depolarization. A small imposed depolarization will result 
in an immediately increased sodium permeability. The resulting in­
creased influx of sodium ions re suIts in further depolarization; and the 
process becomes regenerative, producing the all-or-none action 
potential. A t the peak of the action potential, the sodium conductance 
begins to decline, while the delayed potassium conductance is increasing. 
Recovery is brought about by an efflux of potassium ions, and both ionic 
permeabilitie s fall rapidly as the membrane is repolarized. The potas­
sium permeability, however, falls les s rapidly than that of sodium. 
This is basically the explanation of the all-or -none spike according to the 
Modern Ionic Hypothesis. 

By defining the net driving force on any given ion species as the 
difference between the membrane potential and the equilibrium potential 
for that species and describing permeability changes in terms of equi­
valent electrical conductance changes, Hodgkin and Huxley reduced the 
Ionic Hypothe sis to the equivalent electrical circuit shown in figure 3. 
The important dynamic variables in this equivalent network are the sodium 
conductance (G ) and the potassium conductance (G ). The change in

Na K
the sodium conductance in response to a step depolarization is shown in 
figure 4. This change can be characterized by seven voltage dependent 
parameters: 

1.	 Delay time (generally much les s than 1 msec) 

2.	 Rise time (1 msec or les s) 

" 3.	 Magnitude of peak conductance (increases monotonically with increas­
ing depolarization) 

4.	 Inactivation time constant (decreases monotonically with increasing 
depolarization) 

5.	 Time constant of recovery from inactivation (incomplete data) 

6.	 Magnitude of steady-state conductance (increases monotonically with 
increasing depolarization) 

7. Fall time	 on sudden repolarization (less than 1 msec.) 

Figure 4 also shows the potassium conductance change in response 
to an imposed step depolarization. Four parameters are sufficient to 
characterize thi s re sponse: 

1.	 Delay time (decreases monotonically with increasing depolarization) 

2.	 Rise time (decreases monotonically with increasing depolarization) 

3.	 Magnitude of steady-state conductance (increases monotonically with 
increasing depolarization) 
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4. Fall time on sudden repolarization (20 msec or more. decreases 
slightly with increasing depolarization) 
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Figure 3. The Hodgkin-Huxley Electrical Equivalent 
of a Patch of Squid-Axon Membrane.
 
3A shows the distributions of ionic species across
 
the axon membrane. 3B' shows the equivalent
 
electrical circuit proposed by Hodgkin and Huxley.
 

The remaining elements in the Hodgkin-Huxley model are constant •
and are listed below: . 

1. Potassium potential - 80 to 85 mv (inside negative) 

2. Sodium potential - 45 to 50 mv (inside positive) 

3.	 Leakage potential - 45 to 67 mv (inside negative) 

2
4.	 Leakage conductance - approximately 0.23 millimhos/ cm 

25. Membrane capacitance - approximately IlJf/ cm 

6. Resting potential - 60 to 65 nlV 

7. Spike amplitude - approximately 100 m.v 
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THE ECCLES MODEL OF SUBSYNAPTIC MEMBRANE 

It has been established that many if not almost all nerve cells 
communicate with one another by means of chemical synapses. It has 
been postulated by Eccles (1964) and others that a spike, reaching the 
termination of one nerve cell on another, induces emission of a chemical 
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transmitter substance into the extracellular space between the two cells. 
This transmitter substance apparently induces an increase in one or more 
ionic permeabilities in the subsynaptic membrane of the receiving cell. 

Eccles has described these permeability changes in terms of 
equivalent electrical conductances. It is assumed generally that the • 
equivalent synaptic conductance is directly proportional to the concen­
tration of transmitter present in the space between the sending cell and 
the receiving cell. This concentration rises abruptly during a pre­
synaptic spike, then falls again toward zero as the transmitter is dissi­
pated or inactivated. If the transmitter is dissipated by a simple diffusion 
process or inactivated by a first-order chemical process, its concentration 
following a spike will decay exponentially with time. The synaptically 
induced equivalent conductances will thus have the forms of decaying ex­
ponentials. 

The current as sociated with excitatory synapses goes to zero 
when the potential across the membrane is zero; so the equivalent con­
ductance associated with these synapses is apparently a nonspecific shunt 
to all ions. Inhibitory synapses, on the other hand, appear to be associ­
ated with specific ions - potassium and chloride. Some inhibitory synapses 
operate by means of a transient increase of the equivalent potassium con­
ductance, others by a transient increase of the equivalent chloride (or 
leakage ion) conductance, and others by means of a combination of chloride 
and potassium conductance. 

METHODS OF SIMULA TION 

Nonlinear, active filter s in each model generate the time - and 
voltage-dependent potassium and sodium conductances specified by Hodgkin •
and Huxley. The input to each of these filters is the simulated transmem­
brane potential. The output is a voltage or current ,representing the 
appropriate Hodgkin-Huxley conductance. Since the current through a con­
ductor is proportional to the product of the conductance itself and the 
voltage across it, electronic multipliers are required in order to convert 
the filter outputs to equivalent conductances. The remaining two elements 
(G and C ) of the Hodgkin-Huxley model are fixed and linear. TheseI M 
are simulated by simple electrical com.ponents. 

The time course of synaptic conductance is simulated by a simple 
resistor-capacitor network. The output of this network is transformed 
to an equivalent conductance by means of electronic multipliers. 

FUNCTIONAL DESCRIPTION OF THE NEURAL MODELS 

The ten neural models that make up the main part of the facility 
are identical in every respect but one: the right side of the front panel 
of each model contains thirteen tip jacks whose color is unique. The 
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models are thus differentiable by means of their individual colors. _ 
Solor is the only difference among the models, and the following descrip­
tion applies equally well to any of them. Henceforth, each of the ten 
models will be called a MODULE. 

Functionally, each MODULE is composed of two basic parts: 
(1) a flexible, detailed simulation of a patch of neuronal membrane ac­
cording to the Hodgkin-Huxley Model, with a contiguous patch of 
synaptic membrane according to the models of Eccle s and other s, and 
(2) a second, more rigid, les s detailed simulation of a patch of neuronal 
membrane based on the Hodgkin-Huxley ModeL Because of its flexibility 
and its simulated synaptic inputs, the first model can be adapted to simu­
late the characteristics of neuronal receptive and integrative regions, 
such as those often observed in the soma or cell body of a nerve cell. 
For that reason this model henceforth will be called the SOMA MODEL. 
The second model was designed specifically to represent a region with 
minimal integrative properties, but with the capability of generating the 
classical all-or-none spike. This model henceforth will be called the 
SPIKE INITIA TOR MODEL. 

The Soma Model 

The SOMA MODEL comprises most of the circuitry in a MODULE, 
and its controls and tip jack terminals occupy almost the entire center of 
the MODULE'S front panel (shown in figure 5). The SOMA MODEL can be 
divided functionally into eight parts, each of which is reflected by a set 
of controls or terminals or both on the front panel: 

1.	 Synaptic Circuits 

2.	 Synaptic Conductance Input Terminals 

3.	 Simulated Sodium Conductance (G )Na

4.	 Simulated Shunt Conductance 

5.	 Simulated Potas sium Conductance (G )K 

6.	 Simulated Fixed Component of the Chloride or 
Leakage Conductance (G )I 

7.	 Simulated Synaptic Component of the Chloride 
or Leakage Conductance 

8.	 Simulated Transmembrane Capacitance (C )M 

The function of each of these parts is de scribed very briefly in the follow­
ing paragraphs: 
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Synaptic Circuits 

The synaptic circuits are designed to accept as inputs the positive, 
2-msec voltage pulses available from the Axon Delay Lines. The synaptic 
circuits convert these pulses into decaying exponential current waveforms 
simulating the time courses of synaptic conductances in nerve cells. 
These current waveforms are applied to the appropriate conductance in­
puts where they are summed and subsequently converted into equivalent 
conductance s. 

Associated with each synaptic circuit are two variable resistors 
representing two synaptic parameters. One resistor controls the mag­
nitude of the incremental conductance increase in response to a simulated 
presynaptic spike or, equivalently, the simulated quantity of synaptic 
transmitter substance emitted for each pre synaptic spike. The other 
resistor controls the rate of inactivation of the simulated transmitter 
substance. 

Synaptic Conductance Input Terminals 

The synaptic conductance input terminals are summing points for 
the output currents of the synaptic circuits. These terminals are divided 
into three groups representing the three known types of synaptic con­
ductance: nonspecific shunt, potassium, and chloride or leakage. The 
total current input to each of the se terminals is directed to a circuit that 
converts it into the appropriate equivalent conductance across the simu­
lated membrane of the SOMA MODEL. 

Simulated Sodium Conductance 

The simulated sodium conductance in the SOMA MODEL is an 
approximation to a true time and voltage dependent conductance. Over 
the range of membrane potentials normally encountered in the soma, 
changes in the net driving force on sodium ions are small in comparison 
with the driving force itself. In this range of potentials, therefore, the 
voltage across the sodium conductance in the Hodgkin-Huxley Model 
reasonably can be considered constant, and the sodium current can be 
taken to be directly proportional to the sodium conductance. Under this 
approximation, the circuit that simulates the sodium conductance simply 
transforms the membrane potential into a current proportional to that 
specified by Hodgkin and Huxley for sodium ions. Then, rather than 
being applied to an electronic multiplier and converted into a true equi­
valent conductance, this current is applied directly across the simulated 
soma membrane. 

Five controllable parameters are associated with the simulated 
sodium conductance, and each of these is related to a parameter of the 
Hodgkin-Huxley Model (Hodgkin and Huxley, 1952c, d). Three of the 
controllable parameter s are related to the sodium inactivation variable, 
h. The simulated voltage -dependent rate of decline of h can be scaled by 
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means of a switch to anyone of nine ranges. The simulated rate of rise 
of h can be varied continuously by means of a variable resistor, and the 
value of h for the simulated resting state of the membrane can be varied 
continuously by means of another variable resistor. The remaining two .~i 

parameters are related to the magnitude of the sodium conductance. Both 
the magnitude itself and its value at the simulated resting state are in­
dependently and continuously variable. 

Simulated Shunt Conductance 

The shunt conductance is approximated under the sam·e assump­
tion as that applied to the sodium conductance (i. e., that the voltage 
across the equivalent shunt conductance is essentially constant). The 
circuit simulating the shunt conductance is designed to receive as an 
input the current directed to it from the synaptic conductance input ter­
minals. The circuit converts this current into an equivalent transmem­
brane current of the correct polarity to simulate a nonspecific shunt. 

Simulated Potassium Conductance 

Under normal circumstances, the membrane potential of the 
soma is close to the equilibrium potential for potassium ions (i. e. , 
V is nearly equal to V ). So the voltage across the equivalent potas-M K 
sium conductance in the Hodgkin-Huxley Model varies considerably . 
relative to its total magnitude. A reasonable simulation of the potassium 
conductance must in~rude, therefore, a means of forming the product of 
a time varying voltage and a time varying conductance. • 

The circuit simulating the potassium conductance was designed 
to transform the simulated membrane potential into a current which 
meets the Hodgkin-Huxley specifications for potassium conductance. This 
current is added to the current directed to the potas sium conductance from 
the synaptic conductance input terminals, and the sum is applied to one 
input terminal of an electronic multiplier. This multiplier forms the 
product of the total potassium conductance (i. e., the Hodgkin-Huxley com­
ponent plus the synaptic component) and the net driving force on potassium 
ions (i. e., the difference between V and VM) and converts this productK 
to a current across the simulated soma membrane. 

Seven parameters of the simu~ated potassium conductance are 
variable. Three parameters apply only to the Hodgkin-Huxley component; 
these are the shape of the inflected rise of potassium conductance (con­
trolled by three variable resistors), the shape of the noninflected fall 
(controlled by one variable resistor), and the magnitude of the potassium 
conductance at the resting potential of the simulated soma membrane 
(controlled by one variable resistor). The four remaining parameters 
apply to both the Hodgkin-Huxley component and the synaptic component; 
these are the potassium equilibrium potential, its rate of change with 
respect to potassium current, its rate to recovery from nonequilibrium 
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value s, and the magnitude of the total potas sium conductance. Each of 
these parameters is controlled by a single variable resistor. 

Simulated Fixed Component of Chloride or Leakage Conductance 

In the Hodgkin-Huxley model, the chloride or leakage conductance 
is neither time nor voltage dependent; it is a fixed, linear conductance 
and is simulated quite accurately by means of an ordinary electrical re­
sistor. Two parameters of the chloride conductance are variable: the 
magnitude of the conductance itself and the chloride equilibrium potential. 
Each of these parameters is controlled by a single, variable resistor. 

Synaptic Component of Chloride or Leakage Conductance 

Under ordinary circumstances the soma membrane potential is 
very close to the equilibrium potential for chloride ions; in fact the net 
driving force on chloride ions not only varies considerably in magnitude, 
but it often reverses its direction. Reasonable simulation of the time­
varying synaptic component of chloride conductance requires a multi ­
plier that can accommodate a reversal of the sign of one of its inputs. 
This is accomplished by the chloride conductance circuit. 

The chloride conductance circuit accepts as its input the current 
directed to it from the synaptic conductance input terminal. This input 
current is multiplied by the difference between V 1 and VM (which may be 

be either a positive or a negative potential); and the product is converted 
to a current and applied to the simulated soma membrane. 

The chloride equilibrium potential is controllable and is identical 
to that for the fixed component. Control of the magnitude of the synaptic 
component of chloride conductance is achieved by means of a variable 
resistor and is independent of the magnitude control of the fixed com­
ponent. 

Simulated Transmembrane Capacitance 

The membrane capacitance in the Hodgkin-Huxley model is neither 
time dependent nor voltage dependent (Hodgkin, Huxley and Katz, 1952). 
It is sirriulated quite accurately by an ordinary electrical capacitor. The 
membrane capacitances measured in neuronal somata are generally larger 
than that specified by Hodgkin and Huxley. To accommodate these data, 
the simulated membrane capacitance has been made variable and can be 
switched to anyone of nine magnitudes. 
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THE SPIKE INITIATOR MODEL 

The SPIKE INITIA TOR MODEL can be divided functionally into 
three parts: (1) the Spike Initiator Circuit, (2) the Audio Spike Monitor 
and (3) the Axon Delay Circuit. The input and output terminals as well 
as the controls for these parts occupy most of the area on the right-
hand side of the front panel of each MODULE (see figure 5). 

• 

The Spike Initiator Circuit 

The spike initiator circuit is a two-terminal network designed to 
simulate the Hodgkin-Huxley model for large excursions of membrane 
potential, such as spikes. It contains approximate simulations of each 
of the four Hodgkin-Huxley elements (membrane capacitance, leakage 
conductance, sodium conductance, and potassium conductance), but it 
does not contain simulated synaptic conductances. 

This circuit is intended to be the shunt element in a distributed 
neuronal system such as that shown in figure 2. Like its squid axon 
prototype, it possesses all of the classical properties of electrically 
excitable membrane, including threshold, all-or-none response, abso­
lute and relative refractoriness; chronaxie, and rheobase. It is thus 
a reasonably complete neural model in itself. 

Spike threshold is the only parameter of the spike initiator 
circuit that is controllable. It can be adjusted to allow the spike initiator 
to respond to the slowly varying potentials of a soma model (applied to 
the spike initiator through a resistor), or it can be adjusted to allow the 
spike initiator to fire spontaneously, producing periodic spikes. 

8"'" 

The Audio Spike Monitor 

The audio spike monitor amplifies the spikes from the spike 
initiator circuit and transmits the amplified spike s to the loudspeaker 
on the right-hand side of each MODULE. Many spike patterns are more 
easily characterized from audio presentation than from visual presenta­
tions on an oscilloscope, especially when more than one MODULE is 
participating in the pattern. The audio spike monitor has an adjustable 
loudness control, and the sound may be turned completely off by means 
of thi s control. 

The Axon Delay Circuit 

The Axon Delay Circuit is designed to accept inputs from the spike 
initiator circuit (not from the SOMA MODEL), or from another axon delay 
circuit. Each spike from the spike initiator circuit is delayed for a finite 
time and converted into a form compatible with the synaptic circuit input 
requirements. The delay imposed by the axon delay circuit is variable 
and is controlled by a single resistor. 
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Peripheral Circuits 

In addition to a SOMA MODEL and a SPIKE INITIA TOR MODEL, 
each MODULE has power isolation circuitry and a 30 -terminal patch 
board that facilitates connection to circuits in other MODULES. 

Power Input 

Each MODULE is operated by means of d-c electrical power 
supplied from one of two central sources. Each source supplies posi­
tive twelve volts and negative twelve volts, with the capability of 
delivering more than enough current to operate all MODULES simul­
taneously. The central power sources each supply five MODULES, one 
supplying the MODULES on the right-hand side of the double rack, the 
other supplying the MODULES on the left. 

Each MODULE has two 20,000 microfarad capacitors and two 
50 microfarad capacitors to isolate it and make its operation indepen­
dent of the other MODULES. Power to each MODULE is controlled by 
means of a switch on the front panel. 

Patch Boards 

Each MODULE has a group of thirty tip jacks labeled Axon 
Outputs on the left-hand side of its front panel. These are arrayed in 
ten triads, each triad consisting of identically colored jacks. The color 
associated with each triad is the same as the color associated with one 
of the ten MODULES. 

Each MODULE also has a single triad of tip jacks labeled Axon 
Outputs on the right-hand side of its front panel. These are among the 
thirteen jacks whose color is unique to that particular MODULE. Each 
of the three jacks in the right -hand triad is connected to its counterpart 
in the triads of the same color on the left-hand sides of all ten MODULES. 

Triads of a given color thus appear eleven time s in the entire 
system, once on the left-hand side of each of the ten MODULES and once 
on the right-hand side of one MODULE. A voltage applied to a member 
of a triad appears at the corresponding member of each of the other ten 
triads of the same color. A total of thirty voltages may be made avail ­
able, therefore, on the left-hand side of every panel. These voltages 
may include slowly varying potentials from the SOMA MODELS, spikes 
from the SPIKE INITIA TOR MODELS, and delayed spikes from the Axon 
De,lay Circuits. The thirty-channel capacity should be sufficient to avoid 
messy and confusing external wiring froIn one MODULE to another. 
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SECTION III
 

CIRCUIT DESCRIPTIONS 

INTRODUCTION • 
Most of the electronic circuitry in each MODULE is mounted on six 

printed circuit cards (see figure 6). A few variable resistors, two isola­
tion capacitors, two sets of switchable capacitors and one loudspeaker are 
the only functional circuit elements not mounted on the cards. Each of 
the six cards is different from the other five and each serves .one or more 
functions of its own as indicated by its name. The Sodium Circuit, for 
example, is part of the SOMA MODEL and provides an electronic simu­
lation of the Hodgkin-Huxley sodium conductance. The Potassium Circuit, 
also part of the SOMA MODEL, provides the simulated Hodgkin-Huxley 
potassium conductance and adds it to a simulated synaptic component. The 
Chloride Circuit serves two functions in the SOMA MODEL: it provides 
the simulated synaptic chloride conductance, and it serves as a summing 
point for the various simulated ionic components of soma rnembrane cur­
rent. The Spike Initiator Circuit is part of the SPIKE INITIATOR MODEL 
and provides an approximate simulation of a patch of axon membrane. It 
also provides an amplifier to drive the loudspeaker on the front panel. The 
circuit card labeled Axon Delay provides three variable pulse-delay cir ­
cuits that sirnulate axon propagation times. The Synaptic Circuit card 
provides three circuits that convert pulses into decaying exponentials 
representing the time courses of synaptic transmitter concentration. 

SODIUM CIRCUIT (figure 7) 

The sodium circuit converts the time-varying simulated membrane 
potential (VM ) into a current that in almost all respects is equivalent to •
the sodium current specified in the Hodgkin-Huxley model. In the Hodgkin­
Huxley formulation, the sodium current is the product of three variables 
and one constant: 

3
INa = gNa (m) (h) (VNa - VM) 

3where m and h are functions of membrane potential and time; gN is a 
constant, and VNa is. the equilibrium potential'for sodium ion fluxaand is 
also constant. Except during a spike, the factor (VNa - VM ) is large 
compared to changes in VM and can be considered constant. During a 
spike, VM quickly approaches VNa' passing rapidly through the range of 
potentials intermediate between the threshold and VNa. The variations in 
(VNa - Vm ) in this range are not important in determining the electrical 
properties of the Hodgkin-Huxley model; on the other hand, the limiting 
effect imposed upon the sodium current as VM approaches VNa is impor­
tant. In the sodium circuit, (VNa - VM) is treated as a constant over the 
entire range of membrane potentials; but the limiting effect of the factor 
is included, so that the simulated sodium current approaches zero as VM 
approaches VNa' 
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The princi.pal functions of the sodium circuit, therefore, are to 
generate the time and voltage dependent functions m 3 and h and to gener­
ate a current proportional to their product. The membrane potential is 
applied to the inputs of two subcircuits. One subcircuit (Ql to Q4) gene­
rates a voltage representing h, the other (Q7 to Q9) generates a current 
representing m 3 . The remaining circuit (Q5, Q6, Q10 to Q15) acts as a 
multiplier, generating a pulsed output voltage whose average over time 
represents hm3. 

h-GeneratingCircuit 

In the h-generating circuit, VM is applied through Rl, Dl, D2, and 
Nl (a varistor) to a capacitor at Swl. (see figures 7 and 8). The voltage 
on this capacitor tends to follow VM, but lagging it in time. The varistor 
Nl provides an approximation to the voltage-dependent rate of decline of 
h in response to positive changes in VM . The variable resistor Rl deter­
mines the rate of increase of h in response to negative changes in VM. 
Both rate constants can be scaled simultaneously by means of the switched 
capacitors at Swl. Figure 9 shows for typical settings of Rl and SWI a 
family of voltage outputs appearing at the emitter of Q4 in response to 
square-pulse inputs at J63. The portion of the circuit from Ql through 
Q4 is simply an amplifier that provides a piecewise linear approximation 
of the steady-state magnitude of h as a function of VM' as shown in figure 
10. 

Transistor Ql is an emitter-follower, supplying the voltage at SWI 
to R2 without significantly loading the capacitor at SWL Transistors Q2 
and Q3 together act as an inverting amplifier with a gain of 3. The effec­
tive input to this amplifier is the sum of the voltages at SWI and J58. 
When this sum is positive, the output of the amplifier (i. e., the collector 
of Q3) is at ground potentiaL When the input sum is between ground poten­
tial and -4 volts, the magnitude of the amplifier output is three times the 
sum, with positive polarity. When the input Surn is more negative than 
-4V, the amplifier output is +12 volts. The amplifier thus has the response 
curve shown by the dashed line in figure 10.. This curve can be shifted 
along the horizontal by adjustment of Vo(h) by means of resistor Rl on the 
panel (figure 8). Transistor Q4 is an emitter follower supplying the ampli­
fier output to the low resistance load (R7). 

m 3 - Generating Circuit 

3
In the m generating circuit, VM is applied through R12 to the 

emitter of Q7. Transistors Q7 and Q8 together act as an inverting ampli­
fier with unity gain. The output.at the collector of Q8 is positive in polar­
ity and equal in magnitude to the sum of the voltages at J63 (VM) and R7-2 
(V0). The amplifier output is applied through the varistor N2 to the emitter 
of 09. The varistor imposes a nonlinear relationship between VM + V o 
and the collector current of Q9. This relationship is intended to simulate 
the nonlinear dependence of m 3 on the displacement of the membrane poten­
tial from equilibrium, see figure 11. 
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9C shows the three negative responses 
normalized in anlplitude to facilitate 
comparison of rise-times. 
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Pulse-Frequency Modulator 

The subcircuit from transistor QIO to Q15 generates 1- to 2- micro­
second, 12-voltpulses whosefrequency is directlyprgportional to the current 
into capacitor C3 from the collector of Q9. Immediately after the occur­
rence of a pulse at the emitter of Q14, capacitor C 3 is positively charged 
and +12 volts appears at the base of QIO. Transistor QIO is an emitter­
follower, supplying the voltage at C3 to R16 without significantly draining 
the charge on C3. The rate of discharge of C3 is thus almost entirely 
determined by the collector current of Q9, if this current is constant, the 
voltage on C3 falls linearly from +12 toward the ground potential. As long 
as the voltage on C3 is greater than approximately +3V, transistor Qll 
remains on, and its collector is at ground potential. While Qll is on, the 
following conditions exist: The collector of Ql2 is at +6 V; the collector of 
Q13 and the emitter of Q14 are both at ground potential; diode D4 is reverse­
biased and therefore not conducting; and transistor Q15 is on, and its 
collector is at ground potential. 

When the voltage of C3 has faLlen below +3V, Qll turns off, and +lOV 
appears at its collector. Transistor Q12 is turned on, driving Q13 off; 
+l2V suddenly appears at the collector of Q13 and the base of Q15. As 
capacitor C6 is charged through R24, the voltage on the base of Q15 falls 
from its initial positive value toward -12V. As long as the base voltage 
of Q15 is positive, its collector is at -12V. During this time, Qll is 
held in the nonconducting state and +12V appears at the collector of Q13 and 
the emitter of Q14. The positive voltage at the emitter of Q14 causes D4 
to conduct and recharges C3 to +12V. The duration of the positive emitter 
voltage at Q14 is determined by the combination of R24 and C6. When the 
voltage at the base of Q15 reaches the ground potential, Q15 turns on. 
This causes Q11 to turn on, driving Q12 off and Q13 on. The collector 
voltage of Q12 and the emitter voltage of Q14 both return to the ground 
potential, terminating the output voltage pulse. The next pulse occurs •
after a time determined by the collector current of Q9. The voltage wave­
form at C3 is a sawtooth, varying between +12V and +3V. Its frequency 
is directly proportional to the collector current of Q9. 

Sodium Circuit Output 

Transistors Q5 and Q6 act as pulse amplifiers. The collector voltage 
of Q6 normally is +12V, while the collector of Q5 is at ground potential. 
When a positive pulse appears at the emitter of Q14, the collector of Q6 
is switched to ground potential and the voltage output of the h- generating 
circuit suddenly appears at the collector of Q5. The waveform at Q5 is 
thus a positive, one-to-two-microsecond pulse whose amplitude is pro­
portional to h and whose frequency is proportional to m 3 . The average 
voltage at the collector of Q5 is directly proportional to m 3h. 

POTASSIUM CIRCUIT (See figure 12) 

The potassium circuit converts the time varying simulated mem­
brane potential (VM) into a current which in almost all respect is equiva­
lent to the potassium current specified in the Hodgkin-Huxley model. 
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The potassium. circuit also provides for the addition of a sim.ulated synap­
tic com.ponent of potassium. current, as specified by Eccles and others. 
In the Hodgkin-Huxley form.ulation, the potassium. current is the product 
of two variables and one constant: 

4
Where n is a function of m.em.brane potential and tim.e; gK is a constant, 
and VK is the equilibrium. potential for potassium. ion flux and is either 
constant or very slowly varying. The m.em.brane potential (VM ) is norm.ally 
close to VK, and the difference between the two potentials (VK - VM) m.ay 
vary considerably, even in the absence of spikes. Realistic sim.ulation of 
the potassium. current thus requires form.ation of the product of the two 
variables, n 4 and(VK - VM). 

The potassium. circuit is divided into three subcircuits. One of 

these generates a current representing n 4; another effectively form.s the 
4

product of n and (VK - VM ); and the third provides optional dependence 

of VK on the tim.e integral of sim.ulated potassium. current. 

4 
n - Generating Circuit 

4 

•In the n - generating circuit, VM is applied through resistor RI to 

the em.itter of QI. The com.bination of QI and Q2 is a linear, inverting 
am.plifier w.hose output is -(VM + 12v). Since VM; is negative, the ampli­
fier output varies between -12v (for VM =0) and 0 (for VM =-12v). The 

4
principal characteristic of the variable n in the Hodgkin-Huxley m.odel 
is its response to stepwise changes in VM. For positive steps in VM, 

4 
n falls in a nearly exponential m.anner. This com.bination of inflected 
rise and noninflected fall is sim.ulated by the subcircuit beginning with 
Q3 and ending with Q7. Under static conditions, the voltage at the collec­
tor of Q2 (i. e., -(VM + 12v) ) appears at the base and emitter terminals 
of each of the transistors Q3, Q4, Q5 and Q6. A positive step in VM 
produces a negative step at the base of Q3, -reverse-biasing the diodes 
DI, D2 and D3. The step is thus transm.itted .to the base of Q6 through 
the ladder network m.ade up of R5-CI, R6-C2, and R7-C3. Measured at 
the base of Q6, the response to the step is sigm.oid, with a degree of 
inflection determ.ined by the values oJ the variable resistors R5, R6 and 
R7. 

In response to a negative step in VM, a positive step appears at 
the collector of Q2. The diodes DI, D2 and D3 becom.e forward-biased, 
and the voltage at the collector of Q2 appears im.m.ediately at the base 
term.inals of Q4 and Q5. The voltage at the base of Q6 rises exponentially 
toward the new value of -(VM + 12v) with a tim.e constant determ.ined by 
the value of variable resistor RB. The output voltage of this circuit can 
be m.onitored at test point PIon the printed-circuit card. A sam.ple wave­ • 
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4 form showing the inflected rise and noninflected fall of the simulated n 
is shown in figure 13. Transistors Q6 and Q7 act together as an emitter 

4follower to prevent loading effects on the n generating circuit by the low 
input resistance of the following circuit (the pulse frequency modulator). 

Figure 13. The Time-Course of n4, Simulated in the SOMA MODEL. 

4
The final output representing n is the sum of the currents through 

R9, RIO, and R29. Under static conditions, the current through R9 is 
(VM + 12v)/IKs.?, the current through R29 is V0 (G:K)/ lKs.?, and the cur­
rent through RIO is 12v/ lKs.? . The sum of these currents represents 

4
the steady- state value of n and is equal to -(VM -Vo(G:K) ) / lKs.? This 

4
linear approximation to n is compared in figure 14 with the Hodgkin­
Huxley data. The magnitude of Vo (G:K) is controlled by variable resistor 
R2 on the" panel and monitored at J59. 
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(MILLIVOLTS) 

Figure 14. The Voltage Dependence of the Potassium 
Conductance Variable, n4. 

The solid line is the approximation in the SOMA MODE L; 
the XIS are taken from the Hodgkin-Huxley data (Ref. 6). 
In this figure, positive voltages represent depo1ariza­
tions, ze ro repre sents the re sting potential. 

The Pulse-Frequency Modulator 

The collector current of Q8 is equal to the sum of the currents 
representing n 4 (i. e., the currents through R9, RIO and R29) and the 8;,:i 
current input from T3-6. The latter is equal to the sum of the simulated 
synaptic currents supplied from the synaptic circuits to terminals J52, 
J53 and J54 on the front panel (see figure 8). 

The pulse-frequency modulator (Q9 through Q14) is identical to that 
described for the sodium circuit. The frequency of positive 12 volt pulses 
at the emitter of Q13 is directly proportional to the collector current of Q8. 

The Potassium Potential Circuit 

The simulated potassium potential in.this model is the voltage at the 
collector of Q18. Under quiescent conditions, this voltage normally will 
be identical to that 'appearing at terminal J60 on the panel (figure 8). The 
latter is controlled by potentiometer R3 on the panel. If variable resistor 
R25 is set to its maximum value (approximately lOOKs.?) and variable re­
sistor R28 is set to its minimum value (approximately zero), the simu­
lated potassium potential will be constant and equal to the voltage at J60. 
If R25 and R28 are set to other values, the simulated potassium potential 
will be dependent on the time integral of the potassium current, just as 
it would in the case of a limited extracellular space (see Frankenhauser 
and Hodgkin, 1965). The dependence in nerve cells is logarithmic; in the 
circult It is approximated by a linear dependence. 

20 40 
MEMBRANE POTENTIAL 

80 

• 

•
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Each positive voltage pulse at the emitter of Ql3 produces a current pulse 
at potentiometer terminal R6-2. Each of these current pulses represents 
an increment of potassium current in this system. In addition to producing 
an increment of simulated potassium current at R6-2, each voltage pulse at 
the emitter of Q13 produces an incremental change in the simulated potas..; 
sium potential at the collector of Q16. This change represents the effects 
of potassium-ion efflux from the nerve cell. The magnitude of the change 
is determined by the value of variable resistor R25. Restoration of the 
potassium potential is brought about by potassium-ion influx, simulated by 
the current through R28. The rate of restoration is determined by the 
setting of R28. Transistors Q17 and Ql8 act together as an emitter-follow­
er to provide the simulated potassium potential at capacitor ell and resistor 
R26 without loading the collector circuit at Q16. 

In the absence of a positive pulse at the emitter of Q13, transistor 
Q15 is on and its collector is at ground potential. During the occurrence 
of a positive pulse at Q13, transistor Ql5 is off and the simulated potassium 
potential appears at its collector. The voltage waveform at R6-2 is thus 
a series of negative pulses, each starting at the gound potential and each 
having an amplitude equal to VK' These pulses are applied through resistor 
R6 on the panel to diode D6 on the chloride circuit board. In the absence 
of it negative voltage pulse at R6-2 diode D6 is off and no current flows 
through R6. During a pulse, on the other hand, diode D6 is forward biased 
and a pulse of simulated potassium current flows to the point representing 
the inside of the membrane. This is illustrated in figure 15. The current 
(IK) through R6 is described by the following expressions: 

(in absence of a pulse at Q15) 

(during a pulse at Q15) 

O---ll 
R6 D6vlr----LJ	 --. 

Figure 15.	 The Use of Frequency-Modulated Pulses to 
Simulate a Time-Varying Conductance. 
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The frequency of pulses at 015 is directly proportional to the sum 
of the two simulated components of potassium conductance: The electri ­
cally excitable component which is proportional to n 4 , and the synaptic 
component. In the case of one-microsecond pulses at 015, the maximum .:ii 
pulse frequency is 106 Hz; and the average current through R6 over several 
pulse periods is given by 

Where VK is the potassium potential; R6 is the resistance of variable 
resistor R6; and f is the pulse frequency. The equivalent potassium con­
ductance in this system becomes equal to f/10 6R6. Resistor R6 thus pro­
vides simultaneous control over the magnitudes of both simulated potassium 
conductance components. 

CHLORIDE CIRCUIT (See figure 16) 

The chloride circuit serves three functions. It provides the electronic 
equivalent of synaptically induced chloride (or leakage) conductance, as 
postulated by Eccles and others; it provides the summing point for the 
various simulated ionic currents in the model; and finally, it provides 
impedance transformation in a unity"'gain amplifier so that the simulated 
membrane potential (VM ) can be applied to various external and internal 
circuits without allowing these circuits to load the simulated membrane 
and thus change its properties. • 

The circuit that simulates synaptic chloride conductance is divided 
functionally into two basic subcircuits - a pulse frequency modulator 
(02 to 07) and a pulse amplifier and inverter (08 to 011). Transistor 01 
serves as a summing point for currents applied to one or more of three 
jacks (J55, J56, J57) on the front panel (figure8). The collector current 
of 01 is equal to the sum of those currents and is the input to the pulse 
frequency modulator. The pulse frequency modulator is the exact elec­
trical complement of the circuit employed for the sodium conductance 
and the potassium conductance. The polarities of diodes and voltages in 
the chloride pulse frequency modulator are the opposite of those in the 
pulse frequency modulator of the potassium and sodium circuits, and 
where a pnp transistor appears in one circuit, an equivalent npn transistor 
appears in the other. All capacitance and resistance values are identical 
in the two circuits and the operations are basically the same. The output 
of the chloride pulse frequency modulator is a series of negative twelve­
volt pulse s whose frequency is directly proportional to "the sum of the 
currents applied to J55, J56 and J57. 

The negative voltage pulses from the pulse frequency modulator are
 
applied simultaneously to two channels in the pulse amplifier -inverter
 
circuit. The simulated chloride equilibrium potential is applied through a
 
third channel. The amplifier inverter converts each pulse from the pulse 
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frequency m.odulator into two pulses, one going positive from. -12 volts to 
the sim.ulated chloride potential, the other going negative from. the ground ."" 
potential to the sim.ulated chloride potential. 

The sim.ulated chloride equilibrium. potential (VI) is determ.ined by the 
variable resistor R4 on the front panel. It can be m.onitored at J6l. This 
voltage is applied directly to the fixed chloride conductance, R8 on the front 
panel, and through an em.itter follower (Q9) to the em.itter of Q8 and the 
collector resistor of Qll of the chloride circuit. 

In the absence of a negative pulse at the emitter of Q6, -12v appears 
at the collector of Q8 and the ground potential appears at the collector 
of Qll. During the negative pulse, VI appears at both collectors. The 
resistor R22 is connected directly to the inside of the sim.ulated som.a 
m.em.brane at J62. Since the potential at this point is always between -12v 
and the ground potential, diodes D3 and D5 are reverse-biased except 
during a pulse. If the sim.ulated internal som.a m.em.brane potential is 
between VI and ground potential, D5 conducts during a pulse and D3 does 
not. If, on the other hand, the som.a potential is between VI and -12v, D3 
conducts during a pulse and D5 does not. The current through R22 and R23 
is thus equal to (VI - VM) / (R22 + R23) during apulse and zero in the 
absence of a pulse; and the polarIty of the current during a pulse is deter­
m.ined by the m.agnitude of VM (the som.a m.em.brane potential) relative to 
VI. If the duration of each pulse is one m.icrosecond, the m.axim.um. pulse 
frequency is one m.egacyle. The average current through R22 and R23 
over several pulses is f (VI - VM) / 106 (R22 + R23); where f is the 
pulse frequency. The equivalent synaptically induced chloride conductance 
becom.e f/10 6 (R22 + R23) and is controlled by the variable resistor R23. • 

The term.inal J62 is ,the sum.m.ing point for all of the sim.ulated trans­
m.em.brane currents of the SOMA MODEL, and five of these current are 
sum.m.ed on the chloride circuit board. The currents from. the sim.ulated 
Hodgkin-Huxley sodium. conductance and the synaptic shunt conductance 
both are delivered through transistor Q12 from. potentiom.eter-term.inal 
R5-l (figure 8). The Hodgkin-Huxley and synaptic potassium. currents are 
delivered through diode D6 from. potentiom.eter-term.inal R6-1. The synaptic 
chloride current is delivered through R22 and R23. Term.inal J62 is connected 
directly to the sim.ulated m.em.brane capacitance (eM) and fixed chloride or 
leakage conductance on the front panel. This term.Inal represents the internal 
conducting fluid of the som.a m.em.brane. The voltage appearing at this term.in­
al is the simulated som.a m.em.brane potentiaL Any external loads connected 
to this term.inal represent loads on the som.a. m.em.brane. Currents applied 
to this term.inal represent current applied to the inside of the som.a m.em.­
brane. 

The sim.ulated som.a m.em.brane potential also appears at the collector 
of Q14, but Ql3 and Q14 act together as a com.pound em.itter follower, so 
loads connected to J63 do not affect the sim.ulated som.a m.em.brane. Ter­
m.inal J63 is thus isolated from. the som.a m.odel. The potential from. this 
term.inal serves as the input for the potassium. circuit and fo r the sodium. 
circuit. 
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SPIKE INITIATOR CIRCUIT (see figure 17) 

The spike initiator circuit is a two-terminal network that represents 
a patch of electrically excitable membrane. One terminal (J64-J65) repre­
sents the inside of the membrane; the other terminal (circuit ground) 
represents the outside of the membrane. The three Hodgkin-Huxley con­
ductances (sodium conductance, potassium conductance and chloride or 
leakage conductance) are represented along with the transmembrane capaci­
tance. The circuit can be divided functionally into five subcircuits: 
(1) the simulated sodium conductance, (2) the simulated potassium con­
ductance, (3) the simulated passive membrane elements, (4) an isolation 
amplifier and (5) an audio power amplifier. 

The simulated sodium conductance receives as its input the potential 
at the terminal representing the inside of the membrane (i. e., terminal 
J64-J65). It receives this potential from an emitter follower, however, 
so that its input resistor (R7) does not draw current from the simulated 
membrane. The combination of transistors 05 and 06 serves as an in­
verting amplifier with a gain of four. The effective input to this amplifier 
is the sum of the positive voltage at R9-2 and the negative simulated mem­
brane potential. When this sum is positive, a negative voltage appears 
at the collector of 06. When the sum is negative, the collector of 06 
is at the gound potential. The potential at R9-2 is controlled by the 
potentiometer labeled e on the front panel. When a negative potential 
appears at the emitter of 06, current flows through two paths to the base 
of 07. One of these paths (Dl, C3, NI) responds to changes in simulated 
membrane potential and represents the transient portion of the sodium 
conductance. The other part (R13) responds to the simulated membrane 
potential itself and represents the steady-state portion of sodium con­
ductance. The currents in the two paths are summed and amplified by 07. 
The output (collector) current of 07 is applied through a current limiting 
resistor (R15) to the inside of the simulated membrane (i. e., to J64 - J65). 
The charging of capacitor C3 represents inactivation of the transient sodium 
conductance, and the discharge of C3 thr ough R12 represents recovery from 
inactivation. The nonlinear dependence of sodium current on membrane 
potential is simulated by varistor Nl. 

The simulated potassium conductance receives as its input the simu­
lated membrane potential from the emitter follower 01. This potential 
is applied to a 2-stage resistor-capacitor filter comprising R16, C4 
and RlS, R19, C5. Each of the two stages is followed by an emitter 
follower (OS and 09). In response to positive voltage steps superimposed 
on the simulated membrane potential, diode Dl conducts and capacitor 
C5 is charged through R19. The two stages of the filter thus are effectively 
identical and the response at C5 will be inflected. In response to a 
negative step change in the simulated membrane potential, diode Dl is 
reverse-biased and capacitor C5 is charged through RlS. The response 
at C5 in this case is not inflected. This combination of inflected response 
to positive steps and noninflected response to negative steps is one im­
portant characteristic of the Hodgkin-Huxley potas sium conductance. 
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The potential at C5 appears at the emitter of Q9 where it becomes the input 
voltage for an amplifier consisting of QlO and Qll. When the emitter poten­
tial of Q9 is greater than 4 volts (negative), transistor QlO is off and no 
current flows from J64-J65 through Qll. When the potential is less than 
4 volts, on the other hand, QlO conducts and the current through Qll tends 
to increase the simulated membrane potential. The emitter of Qll is 
biased to the simulated potassium equilibrium potential (-8v) by the 
combination of R23 and R24. This potential appears at the base of Qll 
and provides the collector bias for QlO. The potential at J64-J65 is always 
positive with respect to -8v, so the collector of Qll is reverse biased. 
Current in Q11 ceases when the potential at J64-J65 reaches -8v. 

The passive elements in the Hodgkin-Huxley model are represented by 
R3 and Cl. The simulated chloride or leakage potential (-6v) is developed 
by the combination of Rl and R2. Resistor R3 represents the chloride 
conductance and capacitor Cl represents the transmembrane capacitance 
The enlitter follower, Ql, serves as an isolation amplifier to deliver the 
simulated transmembrane potential to the potassium and sodium conduc­
tance circuits without loading the membrane. 

Transistors Q2, Q3 and Q4 serve as an audio power amplifier. The 
combination of Q2 and Q3 is a compound emitter follower. Spikes generated 
by the spike initiator are applied to this emittel" follower through C2. 
From the emitter of Q3, the spikes are delivered to a lOa-ohm, volurne­
control potentiometer (RIO) on the front panel. From the center tap of 
RIO they are applied to the base of the audio power transistor, Q4, which 
drives the speaker on the front panel (SP-l). 

__ AXON DELAY (See figure 18) 

The axon delay circuit converts a voltage pulse going positive from 
any d-c level into a delayed voltage pulse going positive from the zero or 
ground level. This is accomplished by allowing the input pulse to trigger 
a monostable multivibrator that responds with a prolonged pulse of con­
trollable duration. The trailing edge of the prolonged pulse is differenti­
ated and shaped to produce the output pulse. The delay between the input 
and output pulses is thus equal to the length of the prolonged pulse. 

In the absence of an input pulse, transistors Ql, Q3 and Q4are con­
ducting, so their collectors are at ground potential. Transistor Q2 is off, 
so its collector is at -12 volts. A positive pulse applied through Cl to 
the base of Ql causes Ql to turn off momentarily. This turns Q2 on, 
bringing its collector to ground potential and causing a positive voltage 
at the base of Q4, which is thus turned off. Q4 remains off until the 
positive voltage on C3 has been dissipated through the series combination 
of R8 and Rll (figure 8). While Q4 is off, Q2 remains on and its operation 
is independent of the voltage at the collector of Ql. The time required 
for the voltage on the base of Q4 to reach ground potential is determined 
by the setting of Rll on the panel. When ground potential is reached, 
Q4 turns on and Q2 turns off. The collector of Q2swings from ground 
potential to -12v, causing a negative voltage to appear at the base of Q3, 
turning it off and causing a positive twelve-volt pulse to appear at the 
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output terminal. As C2 is charged through R6, however, the voltage at 
the base of Q3 rises toward +12V. When this voltage passes through the 
ground potential, the output pulse terminates. The output pulse width is 
thus determined by the values of C2 and R6. 

The input impedance of the axon delay circuit is capacitive and equal 
to O. 05 microfarad. Since the output capacitance of the spike initiator is 
1.0 microfarad, the axon delay imposes· a 50/0 load. The axon delay output 
impedance is 470 ohms, sufficiently low to drive the synaptic circuit inputs. 

SYNAPTIC CIRCUIT (See figure 19) 

The synaptic circuit is designed to transform the positive voltage 
pulses from the axon delay circuits into decaying exponential waveforms 
that simulate the time courses of synaptically induced conductances. The 
exponential waveforms from the output of the synaptic circuit are connected 
to various conductance circuits by means of tip jacks (J 49 to J57) on the 
front panel. 

During a positive pulse at the input (terminal J3l) of the synaptic 
circuit, the diode Dl conducts and, capacitor Cl is charged through 
resistor Rl. The magnitude of Rl is variable and determines the amount 
of charge transferred to Cl during a pulse. In the absence of an input 
pulse, Cl discharges through variable resistor R2; the rate of discharge 
is determined by the magnitude of R2. The voltage on Cl can be monitored 
at test jack PIon the circuit board. This potential is applied to the out­
put terminal J32 through an isolation amplifier (Ql and Q2) and a resistor, 
R5. 

Three identical synaptic circuits are mounted on each synaptic 
circuit card. Their operation is identical. They may be distinguished 
by the colors of their test jacks (PI, P2 and P3) which match the colors of 
their corresponding input and output terminals (J3l-J32, J33-J34 and I
J35-J36) on the front panel. IA fourth circuit is mounted on the synaptic circuit card. This is an 
inverting amplifier that has a gain of O. 5 when connected to the output 
terminal of a synaptic circuit. When the output of a synaptic ciruit is 
connected to terminals J52, J53 or J54 (i. e., the potassium conductance 
input terminals) on the front panel, the signal is diverted to this inverting 
circuit which makes it compatible with the potassium conductance circuitry. 
The output of the inverter is applied through R2l to the emitter of Q8 of 
the potassium circuit. 

OPERATING PROCEDURES 

The Neural Analog Facility is designed to provide real-time simu­
lation of membrane currents and voltages. The simulated transmembrane 
capacitance and equivalent ionic conductances are designed to be equal in 
magnitude to those round in the nerve-cell prototpyes. The simulated 
transmembrane currents and voltages, on the other hand, are increased 
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by a factor of lOO to make them compatible with the electronic circuits of 
the models. A potential of ten millivolts in the nerve cell is represented 
by one volt in the models; ten rnicroamps in the nerve cell is represented 
by one milliamp in the models. 

The simulated intracellular potential of the SOMA MODEL can be 
monitored at either of two tip jacks on the front panel - SOMA DIREC T 
(J62) and SOMA ISOLATED (J63), (see figure 8). Functional connections 
to the node representing the inside of the soma membrane must be made 
to the SOMA DIRECT tip jack. The simulated intracellular potential of 
the SPIKE INITIATOR MODEL also can be monitored at either of two 
tip jacks - IN (J64) and OUT (Jb5). These tip jacks are connected directly 
together bya wire, and they both represent the inside of the spike initia­
tor membrane. The nodes representing the outsides of the soma and spike 
initiator membranes are grounded. 

Twenty-four controllable parameters are associated with the SOMA 
MODEL; seventeen of these are related to electrically excitable mem­
brane and seven are related to subsynaptic membrane. Although this 
array of parameters is formidable, it is not impossible to manage. One 
strategy that makes the system tractable, for example, is that under which 
the parameters of each of the ten MODULES are adjusted to a basic confi­
guration matching the specifications of the Hodgkin-Huxley model (see 
table l) and small parameter changes are treated as perturbations of that 
basic configuration. 

When MODULES are interconnected to represent small neural net­
works, the synaptic parameters become important. Each simulated 
synapse has only two parameters, however, and the response of the whole 
network generally is not critically dependent on these. A good strategy 
for dealing with networks seems to be first to establish and fix the para­
meters of the electrically excitable portion of each module, then to experi­
ment with the synaptic parameters alone. 

SPECIFICATIONS OF THE HODGKIN-HUXLEY MODEL 

Most of the membrane conductance data published by Hodgkin and 
Huxley were inferred from experiments in which the transmembrane 
potential was suddenly changed and held at a new value, and the time 
course of the resulting transmembrane current was observed. For that 
reason the parameters are discussed here in terms of conductance 
changes in response to a suddenly applied voltage step. The parameters 
apply to the giant axon of the squid at 6°C. 

Hodgkin and Huxley found that in response to a stepwise change in 
the membrane potential, the time course of the sodium conductance was 
described accurately by the following equation: 

(l) 
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where g is a constant amplitude factor; met) is a rising negative ex­
ponentia~aandh(t) is a decaying exponential. They found that the potassium .«' 
conductance was described accurately by the following equation: 

(2) G ­ 4K - n 

where g is a constant, amplitude factor; and n (t) is a rising negative
exponen~al. The membrane capacitance and leakage or chloride conduc­
tance were found to be constant (independent of time and voltage). 

The time dependent variables are described by the following equations: 

(3) met) = moo - (Ina:> -ma ) exp( - t/ ' )m 

(4) h(t):: h oo 

(5) net) = noo - (noo - n )exp( -t/ I )o n 

where m ,h and n depend only on the initial value of membrane poten­
tial (befo~e tHe step~ise change); rrloo' boo, noo, I " h' a.nd I depend

m n 
only on the final value of membrane potential (after the stepwise change). 
The forms of the simulated voltage dependences of n, m, and h are fixed • 
in the model (see figures 10, 11 and 14), but the values at the resting 
potential are adjustable. In addition, I is generally less than O. 5ms, 
and changes in m are much more rapid tRa.n changes in any other variable 
in the Hodgkin-Huxley formulation (including membrane potential); so 'm 
is taken to be zero in the simulation. 

We are thus left with two voltage-dependent time constants from 
equations 3, 4 and 5: 7: and I. Hodgkin and Huxley measured the 
voltage dependences of Coth of thel§e parameters for stepwise reductions 
(depolarizations) of membrane potential; but the voltage dependences of 
these parameters for stepwise increases (p·olarizations) in membrane 
potential have not been demonstrated. In the simulation, each of these 
parameters (, and T.) are subdivided into two independent parameters ­
a time constan¥ for depoParization is called the inactivation time constant 
7!, while the time constant for polarization is called the time constant 
of recovery from inactivation, 7:. Figure 20 shows To as a function of 
membrane potentail for a typicaf squid giant axon. Ho1dgkin and Huxley 
measured or for only one case, repolarization from 44 mv below 
equilibrium 1i. e., a step change from approximately -16 mv to approxima­
tely -60 mv). T. in this case was 12 ms. The voltage dependence of 
"Tn for depolarizItion is shown in figure 21. For polarization, Hodgkin 
and Huxley observed that in the cases of repolarizations from various 
potentials to the resting level, the time constant was essentially constant 
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at approximately 5 msec. For polarizations to depolarized states, the time 
constant was shorter. 

In addition to the seven aforeInentioned paraIneters froIn Equations 
3, 4 and 5, two paraIneters froIn Equations 1 and 2 are adjustable in the 
SOMA MODEL, gNa and gK . Finally, the leakage conductance, the 
IneInbrane capacitance, and the potassiuIn and leakage ion equilibriUIn 
potentials are all adjustable. Table 1 is a list of these paraIneters, their 
values according to the Hodgkin-Huxley data, and the settings of SOMA 
MODEL controls that provide those values. 
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TABLE 1 

SOMA MODEL Parameter Setting According to Specifications of the Hodgkin-Huxley 

Model for 0.25 Sq Cm of Squid Axon Membrane (see figure 8) • 

Value Specified Corresponding Setting of Control 
Hodgkin-Huxley by Hodgkin and Control6n that provides 
Parameter Huxley front panel specified value 

G (R5) on(1)gNa Na 

m(V ) (1) 0.042	 v (R7) between 8.5 I 9.5o a
resting value of volts at center tap 
m 

h (V ) (1 ) 0.6	 V (h) +3v 
0	 a

resting value 
of h 

T"1 (1) voltage dependent 1. 0 llfd. 
inactivation 0.67 to 6.7 
time constant 

T	 3 r (2) 12 ms Rl 12 x 10 ohm 
time constant of (Sodium Circuit 
recovery from Card) 
inactivation • 

- 3 -1(3) 2.4 x 10 ohm on 

n(V ) (3) 0.315 -9vo 
resting value 
of n 

Tn (3) voltage dependent R5, R6, R7 200n, 400n, 
(for depolarization) 1. 05 to 5. 25 ms (Potassium 600n 

Circuit Card) 

1.	 The values for sodium conductance variables (not including T ) were calculated from 
Table 2 (p. 514) of Hodgkin and Huxley (1952 d). 

r 

2.	 T r was taken from p. 504, Hodgkin and Huxley (1952 c). 
3.	 The values for potassium conductance variables were calculated from Table 1 (p. 509) 

of Hodgkin and Huxley (1952 d. ). 
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Value Specified Corresponding Setting of Control 
Hodgkin-Huxley by Hodgkin and Control on that provides 
Parameter Huxley front panel specified value 

3 
Tn * (1) 2.5to5.0 R8 5 x 10 ohm 

(for polarization) ms (potassium circuit 
card) 

VK (2) 

potassium -127 mv -lOv 
equilibrium referred to the 
potential sodium potential 

-5 -1 6.7gl	 (2) 3 x 10 ohm 

leakage conductance 

(2)	 -105 mv -8v 
referred to the 
sodium potential 

(2) O. 25 fd	 O. 25 ~fd 

R23 
(chloride circuit lOOKn 
card) 

R28 
(potassium circuit 
card) on 

R25 
(potassium circuit lOOKn 
card) 

1. The	 value for n * were taken from Hodgkin and Huxley (1952 b; pp 491-492). 

2. The	 values of VI' gI, VK , and C were calculated from Table 3, Hodgkin and Huxley
M(1952 d; P 520). 
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SECTION IV 

THE TWO-PATCH NEURAL MODEL 

INTRODUCTION 

In Section 1 a two-lump approximation to a spatially distributed 
neuron was described. This configuration is shown again in figure 22. 
One lump consists of the SOMA MODEL, which represents the inte­
grative region of the nerve cell; and the other lump consists of the 
SPIKE INITIATOR MODEL, which represents the trigger region of a 
nerve cell. The two lumps are separated by a resistor representing 
the resistance of the intracellular current path from the integrative 
region to the trigger region. The extracellular resistance is taken to 
be negligible. 

In this section the two-lump, or two-patch neural model is con­
sidered again. Throughout the section, the integrative patch (SOMA 
MODEL) is taken to be capable only of graded response and incapable of 
producing a spike. All but one of the parameter s of the SOMA MODEL 
were set to the values specified in Table 1, so in every respect but one 
the model was consistent with the Hodgkin-Huxley data. The single 
difference was the simulated transmembrane capacitance, which was set 

•axon 

-----


MODEL PATCH OF SOMA MEMBRANE MODEL SPI KE INITIATOR 

Figure 22. A Two-Patch Representation of a Neuron. 
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at a m.agnitude of 2 to 5 m.icrofarads. Since the SOMA MODEL represents 
0.25 sq cm. of squid axon m.em.brane, the capacitance was eight to twenty 
times that specified by Hodgkin and Huxley. With the larger values of 
membrane capacitance, the SOMA MODEL was capable only of com.pletely 
graded response. Large membrane capacitances have been measured in 
several integrative neural somata (Hagiwara, 1960, Hagiwara, Watanabe 
and Saito, 1959), so this seems to be a reasonable param.eter adjustment. 
Figure 23 shows several examples of the effects of the larger capacitance 
value. 

INVASION OF THE SOMA MODEL BY SPIKES 

Resetting of Synaptic Potentials 

In the system of figure 22, a slow potential such as a prolonged
 
excitatory postsynaptic potential (epsp) at the soma presumably can
 
elicite spike s along the axon, and the occurrence of an axonal spike
 
should have some effect at the soma. Figure 24 shows the effects of
 
invasion of the SOMA MODEL by antidrom.ic spikes. The nonspecific
 
shunt conductance was modulated by a series of three decaying exponen­

tials (lower trace of each pair). The incremental conductance was
 

3
O. 1 x 10- ohm-1 and the time constant for the exponential decline of
 
conductance was 50 ms. The transient conductance changes induced
 
simulated epsp's in the SOMA MODEL (upper trace in each pair) and
 
these in turn elicited spikes at the SPIKE INITIATOR MODEL. The
 
reflections of the spikes can be seen superim.posed on the epsp's.
 

From figure 24A to 24E, the resistance between the SOMA MODEL 
and SPIKE INITIATOR MODEL was progressively .reduced from 20K 
to 1. 25K . In 24A, two spikes were elicited by the first epsp and three 
spikes each by the second and third epsp's. The m.inature, reflected 
spike s are barely visible on the epsp's and apparently did not alter their 
form. In 24B the spike reflections were larger, but do not appear to 
have altered significantly the epsp's. Three spikes occurred on the first 
epsp and the spikes on the second and third epsp's occurred earlier than 
in the case of 24A; the epsp's in 24B thus seem to be more effective in 
eliciting spikes. In 24C, the invading spikes tended to polarize, or re­
set the soma potential; so in spite of the fact that the coupling resistance 
was less than in the case of 24B, the epsp's were less effective in 
eliciting spikes. This is evident from the fact that only two spikes 
occurred on the fir st epsp, and the spikes on the second and third epsp's 
occurred later than they did in 24B. In 24D and E the resetting of the 
soma potential was even more pronounced. Figure 24E, in fact, shows 
only one spike on the first epsp and two each on the second and third 
epsp's. 

Figure 24F shows the resetting of the soma potential by a single 
spike on the secon4 epsp. The effects of the two epsp's were probably 
summed at the spike initiator, so the second potential was able to elicite 
a spike. The time scale has been expanded in this photograph to 
show the resetting in more detail. 
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Figure 23. The Effect of Increased Membrane Capacitance
in the Hodgkin-Huxley Model. 

The three photographs on the left show (from top to bottom) 
the effects on the membraine potential of progressively 
larger 100-ms current pulses applied to a SOMA MODEL 
with the parameter values specified in Table 1. The photo­
graphs on the right show responses to the same current 
pulses after the m.embrane capacitance was increased by 
a factor of twenty. •48 
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Re setting of Pacemaker Potentials 

Spontaneous oscillations of its simulated membrane potential 
generally can be induced in the isolated SOMA MODEL by a steady de­
polarizing current. If this current is small, the oscillations are nearly 
sinusoidal in appearance, if it is larger, the oscillations are more 
nearly sawtooth. If the simulated membrane capacitance is not too large, 
spontaneous spikes also may occur. These three types of spontaneous 
potentials are shown in figure 25. In this case, the simulated trans­
membrane capacitance was 0.5 microfarads, corresponding to 2 micro­
farads per sq em in the squid-axon membrane. 

In some cases, local oscillations might occur in regions of a 
neuron that are effectively isqlated and exhibit minimal effects of spatial 

--------_-:""'"-----_-:,.....",~----

D. R - 2.5 KOHMA. R - 20 KOHM 

-~------ ---- --------------­
B. R - 10KOHM 

E. R - 1.25 KOHM 

L 

I C. R - 5KOHM F. R - 2.5 KOHM 

Figure 24. Invasion of the Soma by Spikes 

The top trace in each pair shows the internal SOMA potential 
of a two-patch model receiving simulated excitatory synaptic 
inputs. The time course of the synaptic shunt conductance 
is shown in the lower trace. The initial conductance incre­
ments were O. 1 mmho. The simulated soma capacitance was 
20 IlFd per sq ern, and the simulated spike initiator capacitance 
was 1 IlFd per sq ern. The vertical line represents 20mv; 
the horizontal line represents 50 ms. 
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Figure 25. Spontaneous Oscillations in the SOMA MODEL. 

The membrane capacitance was equivalent to 2 fJ.Fd per sq crn; 
all other parameters were adjusted to the values specified in 
Table 1. A steady depolarizing current was applied in order 
to elicit the oscillations. As this current was increased, the 
ocillations varied from a nearly sinusoidal from (top trace) to 
full spikes (bottom trace). • 
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distribution; but in most cases, some interaction of spatially distributed 
sites probably occurs. One possible interaction is that which may occur 
between an osci llating site and a trigger region or, in Bullock's termi­
nology between a pacemaker locus and a spike initiator locus (see 
Bullock 1957, 1958, 1959, 1962). The two...;.patch neural model is the 
simplest configuration that will provide this type of interaction. 

The SOMA MODEL with a 5-microfarad membrane capacitance 
was extremely stable and quite re sistant to 0 scillations of any sort. The 
photographs in figure 26 were taken, therefore, with eM equal to 2 micro­

farads in the model. This corresponds to 8 microfarads in the squid 
axon (eight times the value measured by Hodgkin and Huxley). The 
SOMA MODEL was connected through a 20K,Q re sistor to a SPIKE 
INITIATOR MODEL to form the two-patch configuration of figure 22. A 
steady depolarizing current applied to the SOMA MODEL produced the 
oscillations shown in the top trace. The coupling between soma and 
spike" initiator was too weak to allow these oscillations to elicit spikes. 
In the case of the second trace, the coupling resistance was halved, 
allowing spikes to occur on the depolarizing phases of the oscillations. 
Minature reflections of these spikes can be seen on the oscillations at 
the soma. The occurrence of the se spike s appears to have altered 
slightly the shape of the oscillations without much affecting their fre­
quency. In the case of the third trace, the coupling resistance was 
halved again. The amplitude of the oscillations and their frequency 
were altered noticeably by the antidromic spikes. The fourth, fifth and 
sixth traces show the effects of further reduction of the coupling resistor. 
The oscillations that were nearly sinusoidal in the top trace are nearly 
saw-toothed in the bottom trace. Resetting of the soma potential by 
the antidromic spike has increased the frequency of oscillation from 
15 Hz in the top trace to 44 Hz in the bottom trace. 

MUTUAL INHIBITION 

Mutual Inhibition in Point Models 

The effects of mutual inhibition have been examined in several 
cases between pairs of models each of which represented a spatially non­
distributed neuron or region of a neuron. These nondistributed, or point 
models did not include representations of axon propagation delay or the 
spread of subthreshold potentials from one region of a neuron to another. 
The SOMA MODELS and the SPIKE INITIATOR MODELS individually are 
point models, since they represent nondistributed patches of membrane. 

Reis s (1962) found that a pair of mutually inhibiting point models 
could respond to a common driving source by producing periodic bursts 
of spikes. The models alternated, so that while one was generating 
spikes, the other was quiescent. Reiss included simulated fatigue in his 
models, and this limited the duration of any single burst, making alter­
nation possible. The simulated synaptic time constants in Reiss' models 
were quite long, usually being 100 ms or more. 
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Harmon (1964) studied mutual inhibition in the same pair of models, 
but without simulated fatigue and with shorter synaptic time constants. He 
found stable spike patterns that depended on the intensity of the common 
driving source, but these patterns comprised alternate spike s or small 
groups of spikes rather than bursts. Harmon also noted hysteresis in 
the transitions between these patterns. In a similar study Wilson (1966) 
found stable alternate production of single spikes by mutually inhibiting 
point models. This alternation of single spikes occurred over a wide 
range of input intensity, and principal effect of increased intensity was 
increased frequency of the same pattern. 

In all of these studies, the occurrence of a spike in one member 
of the mutually inhibiting pair almost immediately excluded the possi-

Figure 26. Antidromic Spikes Resetting Spontaneous

Potentials in the Soma of a Two-Patch Model.
 

•
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bility of a spike in the other member. The simultaneous occurrence of 
spikes in both members generally is possible only when both are driven 
by a common, pulsed source. In the two-patch models, stable patterns 
with synchronous spike production are quite common in mutually inhib­
iting pairs, even when both units are independently driven by nonpulsatile 
sources. This is perhaps the major distinction between point models and 
distributed or quasi-distributed models. 

Figure 27. Model of a Mutually Inhibiting Pair of Neurons. 
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Mutual Inhibition in the Two-Patch Models 

A pair of two-patch models were connected in the configuration 
shown in figure 27; the soma capacitances both were 2 m.icrofarads. The •
spikes from each spike-initiato!' were converted to decaying exponentials 
that modulated the synaptic component of potassium conductance at the 
soma of the other two-patch model. By means of the modulated 
potassium conductance, each spike produced a simulated inhibitory post­
synaptic potential (ipsp) at the soma of the receiving model. Propagation 
delay was not simulated in these experiments so the effect of the spike 
on the conductance was almost immediate. 

Before the inhibitory connections were made, a steady depolarizing 
current was applied to the simulated soma of each two-patch model, pro­
ducing subthreshold oscillations at the somata and periodic spikes at the 
spike initiators. When the connections were made, the patterns changed 
from period spikes to periodic groups of spikes, such as pairs or un­
evenly spaced triplets. Some of these patterns are shown in figure 28. 
The asymmetry between the top and bottom traces are due partly to 
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Figure 28. Spikes from a Pair of Mutually Inhibiting 
Neuron Models. 

The verti£al line represents 100 m.v; the horizontal line 
represents 200 ms. • 
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differences in synaptic tim.e constants. The time constant of the 
exponential synaptic conductance was 60 m.s in the m.odel represented by 
the top trace of each pair; the tim.e constant for the other m.odel was 
40 m.s. This m.eant that the ipsp's were longer and thus m.ore effective 
in the m.odel represented by the top trace. In addition, the depolarizing 
currents were varied at the som.ata of the two-patch m.odels, accounting 
for the pattern variation. 

The patterns shown in figure 28. were extrem.ely s~able. and at 
least one period of each pattern is shown. The longest pattern shown is 
in the lower left-hand pair of traces. One unit produced three non­
uniform.ly spaced spikes while the other unit produced two single spikes 
and two pairs of spikes. Most of the patterns in figure 28 exhibit non­
synchronous generation of spikes by the two m.odels, but the pattern on 
the lower left and that on the lower right both exhibit spike synchrony. 
Synchrony actually was very com.m.on with the m.utually inhibiting two 
patch m.odels. Figure 29 shows two m.ore exam.ples from. the sam.e test 
configuration. Synchrony in these cases was essentially com.plete; when 
spikes occurred in both two-patch m.odels, they occurred in synchrony. 

The integrative nature of the SOMA MODEL and the fact that 
simulated synaptic coupling was m.ediated by a conductance change rather 
than an abrupt change in m.em.brane potential both tended to delay and in­
hibitory effects of the spikes. The occurrence of a spike in one m.odel 
did not inunediately preclude the occurrence of a spikein the other, so 
stable patterns with spike synchrony were possible. 

" MUTUAL EXCITATION 

Burst Form.ation in a Mutually Exciting Pair of Two Patch Models 

The soma capacitance of each m.em.ber of apair of two-patch models 
was set to 2 m.icrofarads, representing 8 m.icrofarads per sq cm. in the 

Figure 29. Synchronous Spikes from a Pair oI Mutually 
Inhibiting Neuron Models. 
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squid giant axon (each soma representing 0.25 sq cm). The synaptic 
time constant in each model was 50 ms, but the modulated conductance 
was the nonspecific shunt rather than the potassium conductance, so the 
simulated synaptic potentials were excitatory rather than inhibitory. .,p 
When the models were connected to each other in this manner, they 
represented the configuration of figure 30. 

The oscilloscope traces in figure 31 show the simulated intra­
cellular potential of the spike initiator of both models. The pair of 
traces in 3lA were photographed before the synaptic connections were 
made. A steady depolarizing current was applied to the soma of one 
model, causing its spike initiator to produce periodic spikes at a 

• 

Figure 30. Model of a Pair of Mutually Exciting Neurons. 
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frequency of approximately 18 spikes per sec (top trace). The model pro­
ducing the periodic spikes was coupled to the quiescent unit by means of 
the simulated excitatory synaptic connection. The amplitude of the 
synaptic conductance increment at the driven model (represented by the 
lower trace) was adjusted to a magnitude that was barely sufficient to 
allow the driven model to produce one spike for each spike from the 
driving unit (upper trace), as shown in 3lB. The synaptic conductance 
increment of the driving model was adjusted to approximately the same 
magnitude as that in the driven model, and the driven model was coupled 
back to the driving model through a simulated excitatory synapse. The 
loop with mutual excitation was now complete. 

The spike outputs of the two mutually exciting models are shown 
in 3lC. The models produced spikes in periodic bursts. The maximum 
spike frequency during a burst was approximately 50 spikes per sec, which 
represented a considerable acceleration of the frequency of 18 spikes per 
sec that existed before the excitation loop was closed. The frequency of 
bursts was about 2 per sec, and the interburst interval (i. e., the period 
of quiesence between bursts) was approximately 400 ms, considerably 
longer than the inter spike interval before the excitatory loop was clo sed. 
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Figure 31. Spike Initiator Potentials from a Pair of 

Mutually Exciting Neuron Models. 

The vertical line represents lOO mv; the horizontal line 
represents 20 ms. 
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The simulated intracellular potentials at the two SOMA MODELS 
during a burst are shown in 310. The growth of subthreshold oscillations 
durIng the interburst interval in the driving uni t can be seen in the top 
trace. The first spike at the spike initiator of the driving unit resets • 
its soma potential, originating a burst and terminating the oscillation. 
The soma potentials in both models during the burst are combined epsp's 
.and antidromic spikes. 

The effect of increased synaptic efficiency in this system can be 
seen in 3lE. The synaptic conductance increment per presynaptic spike 
was increased in each model. Rather than burst production, the 
mutually exciting pair now exhibited complete runaway, both models pro­
ducing spikes at.a rate of approximately 100 per sec. 

With the mutually exciting pair of models adjusted to produce 
bursts of spikes, the depolarizing current at the soma of the driving 
model was varied. The results are shown in figure 3Z. The frequency 
of bursts increased and the number of spikes per burst decreased as the 
depolarizing current was increased. The pair of traces on the upper 
left show the spike initiator of the driving model (upper trace) producing 
five spikes per burst, while that of the driven model produced three. 
The burst rate was approximately 1. 6 per sec. In the pair of traces on 
the lower left, the burst rate was approximately two per sec, and the 
two m.odels together produced seven spikes per burst. In the trace on 
the upper right, the burst rate was approximately Z. 4 per sec with five 
spikes per burst from both units. In the final pair of traces, the burst 
rate was approximately 4. 5 per sec with three spikes per bur st. 

MeChanisms of Bur st Formation •
Two types of process were required to convert the periodic spike 

trains of figures 3lA and B to the periodic burst of figures 3lC and 3Z: 
an accelerating process and a quenching process. During the bursts, 
spike production was accelerated from 18 spikes per sec to nearly 50 
spikes per sec. These bursts were terminated or quenched, however, 
and the spike initiators were quiescent for an interval during which 
several spikes would have occurred under normal conditions (i. e., if 
the models were producing periodic spike trains rather than bursts). 
The accelerating process in the mutually excitatory configuration is 
obvious. The mutually excitatory synaptic coupling provides positive 
feedback in the system. When the driven model is coupled back to the 
driving model,. the addition of epsp's to the steady depolarizing current 
at the soma of the driving model accelerates its spike production. The 
accelerated spike production at the driving model increases the spike 
production at the driven model, which in turn further accelerates the 
driving model. If this process were not arrested, complete runaway 
such as that shown in figure 3lE would occur. Complete runaway is pre­
vented, however, by the quenching process. 

It is obvious from the upper trace of figure 310 that the first 
spike in the driving model invades its soma and resets the oscillatory 
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Figure 32. Bursts of Spikes from a Pair of Mutually 
Exciting Neurons. 

The vertical line represents laO mv; the horizontal line 
represents 200 ms. 

potential there. While this resetting of the soma potential may be part 
of the quenching process, it cannot be all of it, since the spike generation 
continues to accelerate after the soma potential has been reset. As a 
test of the necessity of invasion of the soma by antidromic spikes for 
quenching, the soma potential was applied thro11gh an isolation amplifier 
to the spike initiator. Thus, while the soma potential was conducted to 
the spike initiator just as before, the spike initiator and its spikes had 
absolutely no effect on the soma potential. The models continued to 
produce bursts with very little difference from those produced in the 
original configuration. Invasion of the soma by spikes therefore was not 
an essential part of the quenching process. Although antidromic spikes 
were blocked, the soma potential nonetheless was reset, but by epsp's 
rather than spikes .. Resetting of the soma potential by one means or 
another was probably an essential part of quenching. 

Another essential part of the quenching apparently was refractoriness 
in the spike initiator models. Because of the rapid succession of spikes, 
the variables that produce refractoriness had accumulated sufficiently 
to prevent the last epsp from eliciting a spike. In3lD, the spike failed 
on the fourth epsp of the lower trace. Two variables in the Hodgkin-Huxley 
Model account for refractoriness, there are the potassium conductance 
variable n, and the sodium inactivation variable, h. The ability of the 
system to produce spikes declines as the magnitude of n increases and as 
the magnitude of h decreases. The increase of n and the decrease of h 
are cumulative with recurrent spikes or with sustained depolarizations. 
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The quenching mechanisms in this case were inherent in the Hodgkin­
Huxley Model. The accelerating mechanisms, on the other hand, were in the 
excitatory interconnections. 

EXCITA TION AND INIDBITION • 
Another set of simple connections between two neurons is the 

combination of excitation and inhibition. In the configuration discussed 
here, spikes from the driving model excited the driven model, while 
spikes from the driven model inhibited the driving model. As in the 
previously discussed configurations, a steady depolarizing current was 
applied to the soma of the driving model, inducing oscillations of the 
soma potential and periodic spi~es at the spike initiator (lower trace of 
each pair in figure 33). The spike from the driving unit elicited a short 
burst of spikes from the driven unit (upper trace in each pair). This 
burst in turn inhibited the driving unit. The depolarizing current at the 
soma of the driving model was gradually increased, and the results 
of this increased current are shown in figure 33A through 33F, 
respectively. 

If one were to look only at the driving model, he would see an 
interesting sequence ofpatterns as he increased the depolarizing current. 
At low current levels he would see single, periodic spikes whose fre­
quency increased with increasing current. A s the current was increased 
further, he would see alternating spikes and spike pairs, then periodic 
spike pairs, then alternating spikes and spike pairs again, and finally, 
periodic spike triplets. The same patterns are reflected in the upper 
traces, but with short bursts replacing single spikes. 

DISCUSSION 

The spike patterns described in Section IV are rather complex 
and diverse, yet they are the results of very simple connections between 
two very simple neural models. Each experiment described in Section 
IV included systematic variation of only one parameter; yet the two­
patch pair has many parameters, so one should expect much more 
diversity and perhaps much more complexity in the patterns actually 
available from these configurations. 
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Figure 33. Spike Patterns from a Pair of Neuron Models. 
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SECTION V
 

THE MULTIPATCH AXON MODEL 

INTRODUCTION • 
Most models dealing with its distributed properties treat the axon 

as a lossy cable, or core-conductor, with active electrical properties. 
These active properties account for the attenuationless propagation of 
the spike. According to the Hodgkin-Huxley Model, the active electrical 
properties, at least in the squid giant axon, are the result of the voltage 
dependent potassium and sodium conductances. The distributed form of 
the Hodgkin-Huxley Model has the same four shunt elements as the 
lumped form: membrane capacitance, leakage conductance, sodium 
conductance and potassium conductance. In the lumped form, the 
element values were specified as magnitudes per unit area. In the 
distributed model they must be specified as magnitude s per unit length. 
This transformation is a simple one, but require s knowledge of the 
ratio of axon-membrane area to axon length. In addition to the four 
shunt elements, the distributed representation of the Hodgkin-Huxley 
Model includes a series resistive element, representing the resistance 
of the axoplasm to currents flowing from one ;region of axon membrane 
to another. 

Hodgkin and Huxley de scribed the distributed form of their model 
by means of a partial differential equation: 

= C aVM(6) M.ox2 •2R at 

where ()( is the axon radius, R is the axoplasm resistance per unit length, 
VM is the membrane deplorization, and x is the distance along the 
axon: the other symbols are defined in Sections II and III. Assuming that 
the propagated spike travels with a constant velocity, e, and without 
changing shape, Hodgkin and Huxley reduced this partial differential 
equation to the following ordinary differential equation: 

dVM + G (V - V ) + GNa(V - V )CM K M K M Na
dt 

(7) 
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This equation, or its equivalents, has been examined by Cooley 
and Dodge (1966), Fitzhugh and Antosiewicz (1959), Huxley (1959), and 
Lieberstein (1967). The equation, when coupled with the Hodgkin-Huxley 
equations for G and G has inherent instability. This instability is

K
, Na, 

apparently a result of the formulation itself, and not a quality of the 
membrane system that it describes. Lieberstein (1967) has shown an 
alternative formulation without inherent instability. 

Equation 6 and its equivalents are difficult to solve, but they 
apparently can be solved by modern numerical methods (see Cooley and 
Dodge, 1966, Lieber stein, 1967). An alternative to solving Equation 6 
might be to simulate the distributed Hodgkin-Huxley system with a lumped 
approximation using the SOMA MODELS in the neural analog facility. If 
one ignores its active properties, the distributed Hodgkin-Huxley Model 
is very similar to a lossy electrical transmission line, with series and 
shunt resistance and shunt capacitance. It is often said that the response 
of a lumped series resistance-shunt capacitance filter with five or more 
stages is essentially identical to the response of a continuous series 
resistance - shunt capacitance transmission line (see Smith, 1958, p.312). 
This is true for most types of input. For very high frequency sine waves, 
however, the attenuation of the lumped line increases at a rate of 6n db 
per octave and the maximum phase shift is 90n degrees (where n is the number 
of stages); the rate of increase of attenuation and the phase shift in the 
distributed line, on the other hand, increase without limit as the input 
frequency is increased. While this distinction is subtle, it may be 
sufficient to differentiate between lumped and distributed processes. A 
similar limitation is imposed upon the lumped approximation to the dis­
tributed Hodgkin-Huxley Model: the spike propagation delay represented 
by a single lump cannot be much longer than the duration of the spike IS 

phase of depolarization. If the phase of depolarization is two milliseconds, 
the total obtainable propagation delay from an n-lump approximation can­
not be much more than 2 (n-l) milliseconds. As long as the series re­
sistors in this n-lump line are sufficiently small to provide a total delay 
of considerably Ie ss than 2 (n-l) milliseconds, the line should be a 
reasonably good representation of the distributed Hodgkin-Huxley Model. 

This Section describes several experiments in which the SOMA 
MODELS were adjusted to simulate the Hodgkin-Huxley Model (see 
Table 1) and then connected as the shunt elements of the lumped 
approximation of a squid axon, shown in figure 34. 

CONDUCTION FROM A POINT STIMULUS 

A six-lump axon model was driven by repetitive current pulses of 
four milliseconds duration. Each of the shunt elements in the model 
represented 0.25 sq cm of squid axon membrane at 6°C; these were 
separated by 4000 ohm resistors. The test configuration is illustrated 
in figure 35. Since the current pulses were applied only to ..the first 9f 
the six shunt elements, the configuration is equivalent to an axon driven 
from a point adjacent to a long, insulated region (such as the regions" 
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adjacent to the patch of voltage-clamped membrane in the Hodgkin­
Huxley experiments}. 

Decremental Conduction 

The oscilloscope traces in the two photographs of figure 36 show 
the responses of the model axon to subthreshold stimuli. The conduction 
in these cases is decremental (i. e., the waveform is attenuated as it 
progresses along the model axon). The traces from top to bottom show 
the simulated intracellular potentials taken at nodes 1 through 6 repsec­
tively (see figure 35). The top trace therefore shows the potential at 
the point of stimulus application, and the remaining traces going from 
top to bottom represent nodes progressively more remote from the point 
of stimulation. If the conduction time is taken to be the interval between 
the time of maximum depolarization at node I and the time of maximum 
depolarization at node 6, one can see that it is slightly more than four 
milliseconds in figure 36., 

The electrically excitable conductances (i. e. ,the potassium and 
sodium conductances) were removed from each of the six shunt elements, 
leaving, a completely passive system. Figure 37 shows the response of 
this system to a stimulus of the same intensity and duration as that 
applied in the case of figure 36B. The axon model without eledrically 
excitable conductance s exhibited considerably more attenuation than its 
counterpart with excitable conductances; so the responses in figure 36A 
and 36B are due largely to the regenerative action of the excitable 
conductances. In addition, the response at the sixth node of the purely 
passive system is more prolonged than that at the same node of the 
excitable system. This is especially apparent in figure 37B, where the 
intensity of the input pulse was increased and only the responses at 
nodes I and 6 are shown. The conduction time is also apparent in this 
figure, and can be seen to be nearly five milliseconds, which is not 
significantly different from the conduction time in the excitable system. 

Subthreshold potentials in the axon model, with its excitable con­
ductances, thus exhibit nearly the same conduction time as potentials 
in the purely passive model. The potentials in the excitable axon 
model exhibit less attenuation and less tendency to prolongation or 
spreading as they are conducted. The reduced attenuation is almost 
certainly the re suIt of the regenerative action of the simulated sodium 
conductance; the .reduced spreading is probably the result of sharpening 
of the leading edge by the sodium conductance and sharpening of the 
trailing edge by the increasing potassium conductance and decreasing 
sodium conductance. 

Decrementless Conduction 

The oscilloscope traces in the photographs of figure 38 show the 
responses of the model axon to suprathreshold stimuli. In the case of 
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Figure 36. Conduction of Subthreshold Potentials in the 
Six-Lump Axon Model. 

Vertically. the major divisions represent 20 mv. 
horizontally they represent 2 ms. From top to 
bottom the traces show the potentials at nodes 1 
through 6 respectively. 
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Figure 37•. Conduction of a Pulse in the Six-Lump Axon
 

Model without Electrically Excitable Potassium and
 
Sodium Conductances.
 

The vertical scale represents 10 mv per major 
division; the horizontal is Z ms per major division. 
The bottom photographs shows the potentials at 
nodes land 6 only. 
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figure 38A, the stimulus was barely sufficient to initiate a spike. The
 
full spike did not develop until the potential reached node 5, however,
 
and nodes 1 through 4 responded in a graded, but increasingly regenera- ."
 
tive manner. The spikelike potentials at the first three nodes occur after
 
the spike at node 4 and probably are merely reflections of its decremental.
 
antidromic conduction. The spike appears to have reached a constant
 
form and amplitude at node 5 (i. e., the potential at node 6 is almost
 
identical to that at node 5).
 

Figures 38B through 38F show the responses of the axon model to 
increasingly stronger stimuli. In 38B the spike developed at node 4 and 
conducted antidromically with decrement to node 1 and orthodromically 
without decrement to node 6. In 38G the spike developed at node 2 and 
conducted to node 1 antidromically. In 38D through 38F, the spike at 
node 1 appears to precede that at node 2, so conduction was completely 
orthodromic. 

The spike conduction time from node 1 to node 6 in figure 38F, is 
slightly more than two milliseconds, or approximately half the time of 
decremental conduction between the same two nodes (see figure 36). In 
figures 38A through 38G the conduction time is obscurred by the anti ­
dromic spike. In fact the spikes at node 6 in figures 38A and B appear 
to precede the antidromic spike reflection at node 1, leading to the 
possible misinterpretationofthe data as indicative of negative conduction 
times. In figure 38G the spike appears almost simultaneously at nodes 
1, 2 and 3, leading to the possible interpretation of the data as 
indicative of an abnormally short conduction time. 1£ one were to 
observe the potentials only at the point of stimulus (node 1) and some 
point remote from it (e. g., node 6), he might well overlook the anti .. 
dromic spike and thus misinterpret the data. • 

The photographs of figure 38 make one fact clear: the shape and 
velocity of the propagated spike are not uniform over the axon model; 
and the nonuniformities lead to interesting and possibly important 
consequences. The assumptions of uniform velocity and shape in the 
Hodgkin-Huxley formulation may be quite adequate for steady- state 
propagation, but the results shown here indicate that these asumptions 
are probably completely inadequate for portions of the axon near the 
point of origin of the spike. 

The Membrane Spike and the Propagated Spike 

Spikes that occur across an isolated patch of neural membrane 
with spatially uniform potentials (i. e., spikes that do not propagate, 
but occur over the entire membrane at one time) are often called 
membrane spikes. Figures 39A through 39G show simulated membrane 
spikes across the shunt element from node 1 of the axon model. This 
element was removed from the axon model to prevent propagation and 
electrical interaction with the succeeding elements. Figures 39D 
through 39F show spikes across the same element when it was in place 
at node 1 of the axon model. These spikes were propagated. The 
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Figure 38. Spikes Propagating in the Six-Lump Axon Model. 

Vertical divisions represent 50 mv; horizontal divisions represent 
2 ms. From top to bottom the traces show potentials at nodes 1 
through 6 respectively. 
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Figure 39. Membrane Spikes Compared with Propagating Spikes. 
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apparent differences between the propagated spikes and the membrane 
s.pike s occur on the rising, or depolarizing phase. The membrane 
spikes all rise sharply from approximately the same potential, which 
could be defined as a threshold. The propagated spikes begin the steep 
portion of their rising phase from different levels and exhibit no clear­
cut threshold. 

In addition to the differences in shape between the propagated spike 
and the membrane spike, there was also a marked difference in threshold. 
The minimum current intensity required to induce a propagated spike 
was approximately Z. 3 times the minimum intensity required to induce a 
membrane spike. This difference is indicative of the importance of the 
elect rical loading of a region of an axon by neighboring regions. 

CONDUCTION FROM A PACEMAKER SITE 

When a sufficiently large, steady, depolarizing current was allowed 
to flow across any of the six shunt elements, the potential across that 
element exhibited oscillations. When the depolarizing current was small, 
these oscillations were approximately sinusoidal; when the current was 
slightly larger, the oscillations were more nearly sawtooth in appearance; 
when the current was even stronger, spikes occurred. 

Figure 40. Propagated Spikes and Subthreshold Potentials. 
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Phase-Lead in Conducted Subthreshold Oscillations 

The photograph of figure 40 shows the potentials along the axon .:0: 
model when a steady depolarizing current was applied across node 1 
(see figure 35). The resulting oscillations of the potential at node 1 (top 
trace in figure 40) are conducted to the other five nodes; but the mode 
of this conduction seems to be quite different from that of decremental 
conduction from a point stimulus. The subthreshold oscillations (but 
not the spikes) in figure 40 appear to be conducted with attenuation from 
node 1 to node 6, but the depolarizing phase at node 6 actually appears 
to precede that at node 1. The conduction time for those 
oscillations thus appears to be negative. The spikes, on the other hand, 
appear to be conducted in a normal manner, without attenuation but 
with a distinct delay from node 1 to node 6. The conduction of the sub­
threshold oscillations is shown more clearly in figure 41. In 4lA the 
depolarizing current was applied to node 1 and the resulting oscillations 
were conducted to node 6; but the peak of the depolarizing phase at node 
6 occur s approximately one millisecond before that at node 1. In figure 
4lB, the configuration was reversed; the depolarizing current was 
applied to node 6 and the resulting oscillations were conducted to node 
1. Once again the peak of the depolarizing phase occurred earlier at 
the receiving end (node 1) than at the sending end (node 6); so this 
result did not depend on the direction of conduction. Complete shuffling 
of the shunt elements did not alter the results, so they did not depend 
on idiosyncrasies of individual shunt elements. 

In figure 42, the subthreshold oscillations occur without the 
occasional spikes that are present in figures 40 and 41. In 42A the 
oscillations originate at node 1 andare conducted to node 6. It is • 
difficult to assess the phase relationships in this figure, but the peak 
of depolarization at node 6 is certainly not delayed with respect to that 
at node 1. In figure 42B the phase relations are more clear. The 
oscillations originate at node 6, but the peak of the depolarizing phase 
at node 4 definitely occurs slightly before that at node 6; while the peak 
of the depolarizing phase at node 1 occurs almost simultaneously with 
that at node 6. From its origin at node 6 to its occurrence at node 4, 
the subthreshold oscillation appears to gain in phase (ie•• occur 
progressively earlier); and from node 4 to node 1, the oscillation 
seems to lose in phase (occur progressively later). 

Discussion of Phase-Lead 

All of the photographs in figures 40, 41 and 42 show progressive 
attenuation of the subthreshold oscillations as they were conducted along 
the axon model. In several cases, however, a definite increasing phase 
lead also accompanied conduction (i. e., the oscillations at driven nodes 
appear to have anticipated those at the driving node). Phase lead is not 
what one would expect frolIl normal decremental conduction in axons. 
The decremental conduction from a point stimulus, for example, exhibited 
progressive phase lag; the peak of depolarizing phase at any node always 
occurred after the peak at the preceding nodes of the axon model. 
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Figure 41. Detail of Conducted SUbthreshold Potentials. 

The origin of the potential was node 1 in the 
upper photograph, node 6 in the lower photograph. 
The nla ior vertical divisions represent 20 mv; 
the major horizontal divisions represent 5 ms. 
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Figure 42. Conducted Subthreshold Potentials 
in the Absence of Spikes. 

The potentials originated at node I in the top 
photograph, node 6 in the bottom photograph. 
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The shunt elements in the axon model are all essentially identical, 
and they all tend to oscillate in the pre sence of a steady depolarizing 
current. In terms of the Hodgkin-Huxley Model, the oscillations are 
due to the dynamic opposition of potassium ion and sodium ion currents 
across the membrane. A small depolarization produces an almost 
immediate increase in the sodium conductance and a delayed increase 
in the potassium conductance. The increased sodium conductance leads 
to further depolarization of the membrane, leading to a further increase 
in the sodium conductance, etc.; and the process becomes regenerative. 
When the initial depolarization is suprathreshold, the regenerative process 
produces a spike. On the other hand, when the initial depolarization is 
subthreshold, the acceleration of the regenerative process is sufficiently 
slow to allow the delayed potassium current and the sodium inactivation 
to catch up and rever se the process before a full spike develops. 

If the initial subthreshold depolarization is produced by a steady 
d-c current, the regenerative process can lead to subthreshold 
oscillations of the membrane potential (see Lewis, 1965). The period 
of these oscillations depends on their amplitude. The Dlagnitude of the 
potassium conductance and the degree of sodium inactivation both in­
crease with increasing depolarization. These factor s will both be in­
creasingly larger during the polarizing phase (i. e., the phase of 
negative slope) of an oscillation as the amplitude of the oscillation be­
comes larger. The polarizing phase of the oscillation becomes in­
creasingly more rapid as the potassium conductance is increased; and 
large amplitude oscillations tend to exhibit a sawtooth form, while small 
amplitude oscillations are more nearly sinusoidal. While the increased 
potassium conductance thus tends to shorten the duration of the 
polarizing phase, its residue after the polarizing phase, along with the 
increased residual sodium inactivation, tends to lengthen the subsequent 
phase of depolarization. 

Whether the phase of depolarization is prolonged more than the 
polarizing phase is reduced is determined by relative magnitudes of 
several parameter s in the Hodgkin-Huxley formulation. Important 
among the se parameter s is the rate of recovery from sodium inactivation. 
In the simulations employed in the six-lump axon model, the rate of 
recovery from sodium inactivation was constant and equal to the value 
determined by Hodgkin and Huxley for recovery after a 44-mv step 
depolarization (Hodgkin and Huxley, 1952). Hodgkin and Huxley did not 
determine whether this rate was dependent on membrane potential, 
however, so the assumption that it is constant may lead to phenomena 
in the model which are not present in the squid axon. 

In the model, the prolongation of the depolarizing phase was 
greater than the shortening of the polarizing phase, so the period of 
oscillatory potentials increased as their amplitude increased. This 
leads to the following explanation of phase lead in conduction of sub­
threshold oscillations from a pacemaker node; oscillations at the 
driving node of the axon model induced sympathetic oscillations at the 
adjacent nodes; these oscillations were reduced in amplitude and 
therefore tended to have a shorter period; while the actual periods of 
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the sympathetic oscillations were identical to the period of oscillation at 
the driving node, they tended toward shorter periods and thus tended to ." 
lead in phase. In the case of figure 42B, as the oscillations were con­
ducted past node 4, they apparently became sufficiently attenuated that 
they failed to exc ite the regenerative processes and sympathetic 
oscillations at succeeding nodes. Beginning at node 4, therefore, con­
duction became purely passive and decremental; and progressive phase 
lead gave way to progressive phase lag. 

• 
Figure 43. Transient Onset of Conducted
 

Subthreshold Potentials.
 

The photograph in figure 43 shows the oscillatory potentials in 
the axon model immediately after the onset of the depolarizing current 
at node 1. The fir st wave is conducted from node to node in the normal 
decremental manner, with progressive delay. The second wave appears 
to be conducted without any delay at all. At node s 3, 4, 5 and 6, the 
amplitude of the second wave is conspicuously larger than that of the 
first, corroborating the existence of regenerative buildup and sympathetic 
oscillations. 

THE DEPENDENCE OF SPIKE VELOCITY ON AXON CORE RESISTANCE 

Steady depolarizing current of magnitude sufficient to elicit 
periodic spikes was applied to node 1 of the axon model. These spikes 
propagated along the axon model from node 1 to node 6, and the interval 
of time between the peak of the depolarizing phase at node 1 and that at 
node 6 was measured and taken to be the spike conduction time for the 
axon model. The resistances be tween nodes were varied simultaneously; 
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Figure 44. Propagation Time (T) Plotted against Core 
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so that during a conduction time measurement, the internodal resistance s 
were all equal, but the magnitude of those resistances was varied from 
one measurement to the next.. Figure 44 shows the spike conduction time, 
T, plotted against the magnitude of the individual internodal resistance, 
R. The plot exhibits a rather steep initial rise of T(R) with some non­
linearity; but over most of the range of the plot, T(R) is a straight line. 

When the value of R was greater than 25K Q. spike conduction 
began to be intermittent. .A,t 26KD, only alternate spikes conducted 
and the intervening spikes were blocked (see figure 45). Finally, when 
R was slightly more than 28K.Q. conduction ceased altogether. The 
conduction time at 25K.Q was very close to five spike durations. In the 

•
 
Figure 45.	 Propagation of Alternate Spikes in the 

Six-Lump Axon Model. 

range of resistances between 25KD and 28K.Q, the behavior of the axon 
model was unusual in several respects. Fir st, conduction of every 
spike was more likely to occur when the frequency of spike generation 
at node 1 was high rather than when it was low. This apparently in­
dicates some sort of temporal summation of excitation. Second, node 
1 often tended to produce spikes in distinct pair s (figure 46), but only 
one member of a pair would conduct. This pair production did not occur 
when the shunt element of node 1 was isolated. but only when it was 
connected to the rest of the axon model; so the pair-production 
mechanism appears to be associated with the quasi-distributed nature 
of the axon model. Finally. when R was close to 26K.Q, the conduction 
time was extremely unstable, varying between 10 ms and 12 ms. Over 
the rest of the resistance range. however, it appeared to be quite stable • 
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Figure 46. Spontaneous Spike Pairs in the 
Six-Lump Axon Model 

Spikes originated in node 1 (top trace). 
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SPIKE COLLISIONS AND THE RACETRACT EFFECT
 

An eight-lump axon model was constructed with 10KO internodal 
resistors. The shunt elements were identical to those used in the 
experiments described in the previous parts of this section. Figure 47 
shoW's the potentials at all eight nodes when spikes were initiated by •
simultaneous stimuli at node 1 and node 8. The spikes collided at 
node 5 and were annihilated. 

Figure 47. Collision of Two Spikes in an 
Eight-Lump Axon Model.. • 

Figure 48 shows the potentials at five alternate nodes of a ten­
lump axon model. In this case node 10 was connected back to node 1 
through a resistor in series with a diode. The diode insured that a 
spike originated at node 1 would propagate in only one direction (i. e. , 
to nodes 2, 3, 4, etc., not to nodes 9, 8, 7, etc.). In figure 48A, a 
spike initiated at node 1 propagated once around the loop, but failed to 
conduct past node 9 on the second time around. In figure 48B, the 
spike continued around the loop. periodically passing each of the ten 
nodes. This is the racetrack effect discussed by Crane (1962, 1964) in 
his neuristor studies. Crane has also discussed the possible logical 
power of mutual annihilation, of spike s by collision. 
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Figure 48. Spikes Propagating around a Continuous
Ten-Lump Axon Model. 

Traces show potentials at nodes 1, 3, 5, 7 and 9. 
Node 10 was connected back to node 1. 
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SECTION VI
 

SIMULA TION OF THE LOBSTER CARDIAC GANGLION • 
INTRODUCTION 

The cardiac ganglion of the lobster Panulirus has been selected as
 
a subject for simulation studies for several important reasons. For ex­

ample, thil;l ganglion comprises only nine neurons, yet it has several
 
important central properties: it is autonomous; its neural elements are'
 
coupled electrotonically as well as synaptically; and it makes afferent
 
and efferent connections with a complete effector; and, perhaps most
 
iInportant, it is capable of integrative and patterned activity. It is a
 
well known ganglion. Its topology has been studied; its overall system
 
behavior has been examined in considerable detail; and the properties
 
of its individual neurons have been studied in great detail with the aid
 
of intracellular microlectrodes. No comprehensive theory has been
 
formulated to explain its behavior, however, and present limitations
 
of physiological techniques make it unlikely that any comprehensive
 
theory will result from further gathering of purely physiolo.gical data.
 
Such a theory could very well result, on the other hand, from coalition
 
of physiological experimentation and studies with an analog facility where
 
hypotheses can be tested quickly and efficiently.
 

STRUCTURE AND FUNCTION OF THE CARDIAC GANGLION OF THE 
LOBSTER PANULIRUS • 

The cardiac ganglion of Panulirus consists of nine neurons embedded
 
in a common ganglionic trunk (Alexandrowicz, 1932). It produces spon­

taneous, periodic bursts of spikes at a rate of approximately one burst per
 
second (Maynard, 1953 a, b). The five large anterior cells of the ganglion
 
are motor neurons for the heart, which together elicit a contraction during
 
a burst. The four small posterior cells act as interneurons and pacemakers
 
(see figure 49). A burst normally begins with a spike originating in one
 
of the small cells. This is followed by coordinated activity from all
 
nine cells in the ganglion, each cell firing more than once during a given
 
burst. While the bursts themselves are initiated from within a ganglion,
 
the rate and intensity of bursts can be controlled through extrinsic innerva­

tion of the ganglion. It receives one pair of inhibitor axons and two pairs
 
of accel,erator axons (Florey, 1960, Maynard, 1953, Terzuolo, 1956).
 
Each of these axons is thought to send branches to each of the nine cells
 
in the ganglion. In addition to extrinsic regulatory innervation, each of
 
the five large cells receives nearly synchronized synaptic inputs from the
 
same sources, presumably small cell axons. No other synaptic inter­

connections are known to exist in the ganglion (Bullock and Terzuolo, 1957,
 
Hagiwara and Bullock, 1957, Hagiwara, Watanabe and Saito, 1959). How­

ever, all nine cells are interconnected electrotonically, presumably by
 

"means of fine syncytial fibers (Hagiwara, Watanabe and Saito, 1959, 
Watanabe and Bullock, 1960). These electrotonic connections are effective 
only for slowly varying potentials; they are unable to transmit spikes . 
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Figure 49. Disposition of the Somata of the Cardiac Gan~ion of
 
Panulirus (redrawn from Bullock and Terzuolo. 1957).
 

The dendrites of both the large and small cells extend into the muscle 
of the heart and are thought to be sensitive to s'tretch. This proprio­
ceptive feedback is not necessary for the production of periodic bursts, 
however, since the ganglion continues to function in a normal manner 
even when completely isolated from the myocardium. 

Many of the cells of the ganglion have a tendency toward spontaneity. 
If separated from the rest of the ganglion, for example, some individual 
large cells will produce periodic, single spikes at a frequency considerably 
higher than the burst frequency of the intact ganglion (Maynard, 1955 a, b). 
This pattern is suppressed, however, in the normally functioning gang­
lion;and nine cells, some of which as individuals tend to be independently 
free-running, are somehow coordinated to produce periodic bursts in which 
every cell takes part. Groups of as few as three large cells isolated 
from the rest of the ganglion can produce periodic bursts not qualitatively 
different from those of the intact ganglion. 

The five large cells of the cardiac ganglion have been penetrated 
with microelectrodes and studied by several physiologists (see, for example, 
Bullock and Terzuolo, 1967, Hagiwara and Bullock, 1957, Otani and 
Bullock, 1959, Watanabe, 1958). These studies have not only contributed to 
the knowledge of the anatomy of the ganglion (e. g., the discovery of the 
electrotonic interconnections), but have also yielded considerable data on 
the subthreshold activity in the somata of the individual neurons. It has 
been shown, for example, that the somata of the large cells are electri ­
cally inexcitable, and that the action potential, or spike, does not propagate 
antidromically into the sOIlla of any of these cells. The soma potential 
is not reset, therefore, after each spike; in fact a single excitatory post­
synaptic potential (epsp) may result in as many as four orthodromic spikes. 
The triggering of a single orthodromic spike, on the other hand, may 
require an accumulation of several epsp's. The large cells thus are highly 
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integrative neurons. In response to presynaptic spikes from the small 
cells, the large cells exhibit antifacilitating epsp's which sum tempOrallY.",;, 
and spatially. The synapses are all on or near the soma, and apparently 
originate from the same presynaptic fibers since the epsp's in the five 
large cells are synchronized. In addition to postsynaptic potentials, iso­
lated large cells exhibit low frequency pacemaker potentials similar to 
those observed in most sensory cells (Bullock, 1962, Hagiwara and Bullock, 
1957, Watanabe, 1958). These potentials usually elicit a single spike, but 
occasionally a single pacemaker potential results in a burst of two to four 
spikes. 

In response to external stimulation of the accelerator fibers, both 
the intensity and frequency of the ganglion bursts increase (Florey, 1960). 
This acceleration exhibits facilitation and prolonged aftereffects. Indivi­
dual epsp's have been observed in some large cells on stimulation of the 
accelerators, but more often the postsynaptic effect is a gradual depolari­
zation with no distinguishable epsp's. The accelerator pairs appear to 
function as a single fiber. The net acceleration is dependent on the total 
frequency of accelerator spikes, but is independent cf the manner in which 
these spikes are shared by the two fibers. Presynaptic spikes on the in­
hibitory fibers produce different effects in the various large cells. In 
some, facilitating inhibitory postsynaptic potentials (ipsp's) are observed; 
in others, facilitating depo1arizations occur and are followed by rebound 
inhibition (Terzuo10 and Bullock, 1958). The response to inhibitory stimuli 
is facilitated for a brief time, but this is followed by adaptation. A 
ganglion in which spontaneous activity has been inhibited completely 
will adapt and eventually recover its original activity, even though the 
inhibitory stimulus has been maintained (Florey, 1960). The inhibitor ."" 
pair, like the accelerator pair, appears to function as a single fiber. The 
degree of inhibition is determined by the total number of spikes arriving 
over both fibers, and is independent of the manner in which they are 
shared. In addition, if stimuli are applied to one of the two fibers at a 
given rate until some degree of adaptation is observable, and if the 
stimuli are then switched to the other fiber, the degree of adaptation is 
unaffected by the change. 

If some of the ganglion cells are effectively removed by anesthesia 
or dissection, the remainder of the ganglion will continue to provide coordi­
nated bursts of pulses similar to those produced by the intact ganglion. 
If, for example, the four small cells are all eliminated. one of the five 
large cells will usually assume the role of a pacemaker. If the new pace­
maker is eliminated, one of the remaining four cells will take over the pace­
maker function; and, in fact, as few as three cells may produce coordinated 
periodic bursts. The cardiac ganglion appears thus to have a built-in 
safety factor insuring it against damage. 

ELECTRICAL PROPERTIES OF THE LARGE-CELL SOMATA 

The cell bodies, or somata of the five large cells are capable of 
completely graded electrical activity, exhibiting no threshold and no spike 
potential. One should not infer from this evidence, however, that the 
soma membranes do not have voltage-dependent equivalent conductances for 
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certain ion species, such as the conductances of the Hodgkin-Huxley ModeL
 
The equivalent sodium and potassium conductances in these membranes or
 
in contiguous membranes apparently are in fact voltage dependent, and
 
those dependencies will be discussed in this section.
 

In addition to their diminished electrical excitability, the somata of 
the five large cells apparently exhibit a membrane capacitance considerably 
larger than that specified by Hodgkin and Huxley for the squid giant axon. 
Hagiwara, Watanabe and Saito (1959) measured capacitances of 4 to 10 micro­
farad per sq cm in the ganglion cells. From the evidence presented in 
Section IV as well as that presented in previous papers on the neural analogs 
(Lewis, 1965) one might conclude that this increase in membrane capacitance 
alone might account for the electrical properties of the ganglion somata. 
Although an increase of capacitance to 10 microfarads per sq ern will consi­
derably reduce the electrical excitability of the Hodgkin-Huxley Model, it 
cannot make the static ordc electrical properties of the Hodgkin-Huxley 
Model correspond to those of the ganglion soma membrane. This point is 
examined in considerable detail in the following discussion. Hagiwara, 
Watanabe, and Saito (1959) found that the current-voltage relations 
(figure 50) in the large ganglion-cell soma were qualitatively similar to 
the current-voltage relations (figure 51) observed by Hodgkin, Huxley and Katz 
(1952) in the squid, but the relations exhibited considerable quantitative 
differences. The data in both cases were obtained in approximately the 
same way. In both preparations the membrane potential was suddenly 
changed and held at a new value; and in both preparations the steady-state 
data was taken after the current reached a constant value. In the squid 
axon, the transient inward current was measured at a fixed interval 
(0. 63 msec) after the onset of the voltage change. The transient inward 
current passed through a maximum and declined toward zero in the squid 
axon preparation. In the ganglion soma, on the other hand, the transient 
peaks of inward current were recurrent. Hagiwara took these recurrent 
peaks to be the result of spikes generated at a remote spike initiator 
region in the axon. The transient inward current in the soma was measured 
at the first of the recurrent peaks after the onset of the voltage change. 
The transient inward cur1'ent data from the two preparations are therefore 
not comparable. 

The steady-state data, on the other hand, may be comparable, if 
consideration is given to the fact that in one preparation (the squid axon) 
the system was not spatially distributed, while in the other preparation, 
the soma was conhected to an axon. 

AN ATTEMPT TO EXPLAIN THE D-C CURRENT-VOLTAGE RELATION 
IN THE SOMA IN TERMS OF THE HODGKIN-HUXLEY DATA 

In the range of membrane potentials greater than the resting poten­
tial (i. e., negative potentials in figures 50 and 51), the current-VOltage 
relations were linear in both the squid axon and the ganglion soma. Both 
membranes were alike, therefore, in exhibiting constant conductance in 
this range. In the range of membrane potentials less than the resting 
potential, the current-voltage relations were nonlinear in both preparations; 
and both membranes were alike in exhibiting conductances that increased 
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Open circles are data for peak inward current; solid circles 
are steady- state data. 
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with increasing depolarization. In the squid axon, the ITleITlbrane conduc­
tance began to increase iITlITlediate1y as the ITleITlbrane potential was 
reduced froITl the resting level. In the SOITla, on the other hand, the con- .;'" 
ductance apparently did not begin to increase until the potential was 
nearly 40 ITlV below the resting level. The ratio of ITlaxiITlUITl conductance 
to ITliniITluITl conductance in the squid axon was nearly 70:1; while in the 
SOITla the saITle ratio was less than 3:1. The SOITla data thus is siITlilar 
to the squid axon data, but with the threshold for conductance increase 
shifted to the right and with a ITluch sITlaller ratio of ITlaxiITluITl to ITlini-
ITlUITl conductances. These differences appear to be at least partially 
reconcilable. The difference in conductance ratios can be explained under 
the assuITlption the SOITla exhibits a large voltage-independent conductance 
effectively in parallel with an electrically excitable ITleITlbrane siITlilar 
to that of the squid axon. The shift in threshold for the conductance 
increase, on the other hand, ITlight be explained under the assuITlption 
that the electrically excitable ITleITlbrane in the ganglion cell is reITlote 
froITl the SOITla, so that voltages applied at the SOITla are attenuated by 
the tiITle they reach the region with voltage dependent conductance. These 
assuITlptions suggest a SOITla and axon hillock, each with voltage-indepen­
dent ITleITlbrane conductance, connected to an electrically excitable axon 
but partially isolated froITl it by the resistance of the axop1asITl in the 
hillock. 

A Square-Law ApproxiITlation to the Steady-State Current in the Squid Axon 

In order to deterITline the properties of the systeITl of three conduc­
tances and a capacitance that they had proposed, Hodgkin and Huxley 
transforITled their data into explicit ITlatheITlatica1 descriptions. In the ."" 
present case, tiITle variati<;ms and cOITlplicated interactions of state 
variables are not being considered. Nonetheless, an explicit ITlatheITlatica1 
stateITlent of the data certainly would facilitate calculations. One possibi­
lity in the case of the steady-state conductance of the squid-axon ITleITlbrane 
is a square-law approxiITlation. In Table 2, three sets of nUITlbers are 
given. One is a set of values cOITlputed by interpolation on a SITlooth curve 
drawn by Hodgkin and Huxley through their squid axon data. The other 
two sets are square-law approxiITlations to the first. 
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TABLE 2 

Square Law Approximations to the Steady-State 

Current- Voltage Relation in the Squid Axon 

Y I 
Membrane Membrane Current Interpolated 
Depolarization from the Hodgki~-Huxleydata 2 2(Millivolts) (Microamps / cm ) 0.3y O. 33y

10 30 30 33 

20 130 120 132 

30 325 270 297 

40 550 480 528 

50 840 750 825 

60 1180 1080 1188 

70 1500 1470 1617 

80 1840 J 920 2112 

All of the approximations in the third column are w.ithin 17 percent 
of the interpolated current values in the second column, but the greatest 
errors occur for intermediate magnitudes of depolarization. The approx­
imations in the fourth column are all within 15 percent of the data, but 
the absolute magnitudes of the errors are large for depolarizations 
greater than 60 mv. In the range of depolarizations from 0 to 60 mv, 
however, the figures in thzfourth column are within 10% of those in the 
second column, so O. 33 Y is a better approximation in that range. The 
accuracy of the square law approximation is particularly impressive in 
view of range of current magnitudes involved. Figure 52 illustrates the 
accuracy of the two approximations. 

Calculation of the Steady-State Current- Voltage Characteristics of an 
Infinite Uniform Axon 

For the case of a uniform axon whose potentials and currents do 
not vary with time, the following equations are applicable: 

dY8) dx - - rI 

9) dI
-d-= - cJ x m 

where Y is the internal potential of the axon; I is the axial current; r is 
the axoplasm resistance per unit length in the axial direction; x is dis­
tance in the axial di-rection; c is the axon circumfrence; and J is the 
radial current density at the membrane (i. e., the membraneIIlcurrent); 
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the external potential is takp to be independent of x. Assuming the membrane 
current is proportional to V , we obtain 

10)
 

where Pis an arbit rary constant. 

Differentiating both sides of Equation 8 and substituting Equations 9 
and 10, one obtains the following differential equation: 

2
11) 

d V
-2­ = r 

2
cPV 

dx 

A solution to Equation 11 is 

12) 
6 

V=-----~--

r cp (x + k)2 

where k is a constant. Taking the point x = 0 to be the input terminal of 
the axon and V. to be the input voltage, one obtains

ln 

6V.	 = --.;..--=-­
ln rcpk2 

or 
k-/~6_ 

"';Ji:cpV.
ln 

Differentiating both sides of Equation 12, and substituting the result in 
Equation 8, one obtains the following equation for axial current: 

I	 = 12 
2 r c '{J (x + k)3 

The axial current at the input terminal is simply I(x=O) or 12/r2cPk3. 
Substituting the expression for k, one obtains 

13) 1. =J 2cD V. 3/2
ln 3 r ln 

The square-law approximation for membrane current thus leads to a 
3/2-power law for the dependence of input current on input voltage for an 
infinite, uniform axon. Since steady depolarizations usually are not 
sustained over more than a very short segment of an axon, equation 6 
should be valid even for reasonably short axons. 
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Two-Lump Representations of a Cardiac-Ganglion Soma for D-C Potentials 

The d-c current-voltage relationship found by Hagiwara in the 
cardiac-ganglion soma is shown once more in figure 53. The smooth curve 
drawn through the data points exhibits two apparently linear segments •joined by a sharp knee. The plotted data extends slightly beyond 80 mv on 
the horizontal axis. When the abscissa is 827mx, the ordinate of the 
extrapolated data is almost exactly 2. 5 x 10 amp, while that of the_ 

7extended initial linear segment (dashed line in figure 53) is 1. 43 x 10 
amps. In the following discussion, the nearly piecewise linear relationship 
illustrated in figure 53 is compared with the current-voltage relationships 
calculated for circuits that include square-law representations of axon 
membrane. 
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Figure 53. Steady-State Voltage-Current Relations 
in the Cardiac Ganglion Soma. 
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Figure 54 shows two electrical circuit equivalents of a soma and 
axon hillick with a fixed membrane conductance (G) connected through the 
axoplasm resistance (R) of the hillock to the voltage-dependent conductance 
of the axon. In figure 54A the axon is represented by a shunt element whose 
current is proportional to the three-halves power of voltage. This element 
represents a spatially distributed axon with a square-law and represents a 
nondistributed patch of axon membrane. The input currents (I) and input 
voltages (V) of the two circuits can be computed from the following equations: 

V = VI + I'R 

.! - VI + (R + 1.. ) I'G- G 

v 

• .3/2
1= aVG 

A 

v v· 
--+ RI 

G 

B 

Figure 54. D-C Equivalent Circuits for a Passive Circuit 
Connected to a Square-Law Axon. 

In the top circuit, the axon is as sumed to be distributed; 
in the bottom circuit, it is treated as a non- distributed 
membrane patch. 
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In the case of the circuit in figure 54A, these equations becom.e 

14) v = VI + KfJ y,3/2, and • 
15) .!=VI+fJv,3/2;

G 

wherefJ.. = a (R + 1/G), and K = RG/(l + RG). The ranges of the param.eters 
(K andfJ) in Equations 14 and 15 can be established from. the properties of 
the data in figure 53. The criterion selected for this discussion is m.atching 
the data at its extrem.ities. To m.eet this criterion sim.u1taneous solutions 
of Equations 14 and 15 (i. e., the solutions for I(V» will be forced to inter­
sect the data at the origin and at the extrem.ity of positive abscis sas, 80 
m.v; and the slopes of the solutions will be forced to m.atch the slope of 
the data at the origin. 

The plotted data in figure 53 passes through the origin; and the sim.ul­
taneous solutions of Equations 14 and 15 m.eet this criterion for all values 
of K and fJ. From. Equations 14 and 15, the slope of I(V) at the ori~W is G. 
The slope of the plott~~ data at the origin is approxim.ate1y 1. 8 x 10 am.pl 
volt, so G = 1. 8 x 10 m.ho. 

Fina~1Y' the solutions to 14 and 15 m.ust pass through the point (80 m.v, 2.5 
x 10 am.p), so 

(V =) 80 m.v = VI + K/1V,3/ 2 
:i.'.;
~, .. 

when • 

-7 
( I _ 2.5 x 10 -b volts = ) 140 m.v = VI +/1 V,3/2. 
G-1.8 x10 

These equations can be solved sim.ultaneously to yield 

16) fJ =60 I (1 _ K) V 3 I 2 
1 

and 

V = 140K - 8017) m.v1 K - 1 

where VIis the m.agnitude of V' when V = 80 m.v. 

Since V cannot be greater than I/G, K m.ust be less than unity. In 
addition, VI cannot be negative; the m.axim.um. value of K which is less than 

one and for which V 1 is positive can be obtained from. Equation 14: 

80 
Km.ax = 140 = O. 57 
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6 or, since K =RG/ (l + RG) and G = 1. 8 x 10- mho, 

6R = 0.74 x 10 ohms. max 

R is the largest value of R that allows I(V) to pass through (80 mv, 2.5 
ma~ 

x 10 amp). 

The range of K is given by 0 <K<O. 57. 

In this range, VI decreases monotonically and p increases monotonically 

as K increases. The minimum allowed value of p occurs, therefore, when 
K = O. From Equation 17, VI (K = 0) = 80 mv; substituting this value into 

Equation 16 yields 

-1/2P (K = 0) = 0.0842 mv 

As the value of K approaches O. 57, on the other hand, VI approaches zero, 

and 13 approaches infinity. The range of p, therefore, is given by 

-1/2
O. 842 mv 5./J '< CO 

Figure 55 shows three solutions of Equations 14 and 15 for I(V), 
along with a continuous line representing the data from the cardiac ­
ganglion soma. Of the three solutions, the bottom line represents that 
for /J= 0.0842 and K = 0 (i. e., the solution for R = 0), and the top line 
represents that for values of approaching O. 57 and values of K approaching 
infinity. All other solutions that meet the established criteria fall 
between those two lines. Obviously none of the solutions will be a very good 
approximation to the cardiac-ganglion data; so a lumped, passive membrane 
loaded by a distributed squid axon is apparently not a good model for the 
soma in the lobster cardiac ganglion. 

95
 



-20 

-f 
2 
~C 
'0-
~ 
Z 
LIJ 
0::: 
0::: 
::::> 
(,) 

LIJ 
Z 
<[ 
0::: 
CD 
~ 
LIJ 
~ 

2 

• 

'CARDIAC GANGLION DATA 

MEMBRANE POTENTIAL 
(MILLIVOLTS) 

20 40 60 80 

• 
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to a Distributed Square-Law Axon, Compared to the Voltage-Current 
Relations in the Lobster Soma. 

The second proposed model (see figure 54B) is a lumped, passive
 
membrane loaded by a patch of squid- axon membrane (according to the
 
square-law approximation). Equations 14 and 15 in this case become
 

18) V = V' + K'~V,2 

19) ~ =VI +~V,2 
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Once again matching the data at its extremities, one can determine the 
limits of K' and 71. Equations 15 and 16 become identical to Equations 9 
and 10 as VI approaches zero, so the magnitude of G must be the same 

-6
in both cases: G = 1. 8 x 10 mmho. 

Since the solutions to Equations 18 and 19 must pass through (80 mv 
-72. 5 x 10 amp), the following equations must be valid: 

20) ?f = 60/(1 - K')V,2 

V' = 140K' - 80 mv21) K'-l 

As in the case of K in Equations 14 and IS, K' in Equations 18 and 19 
cannot be greater than unity and therefore is limited by Equation 21 to 
the following range: 0 ~ K' < O. 57. 

Based on considerations analogous to those applied to Equations 16 
and 17, the range of is limited to 0.0094< 7< CD. 

All solutions of Equations 19 and 20 that conform to this parameter range 
will lie between the top and bottom curves in figure 56. While none of 
these solutions will be a good approximation to the data, the bottom curve 
is considerably closer to the data than any of the solutions to Equations 14 
and 15. 
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Summary and Discussion 

The dc current-voltage relations in a patch of squid-axon membrane 
were shown to be approximated quite well by a square-law dependence of 
current on voltage. This square-law relation for a membrane patch leads 
to a three-halves power law for the distributed axon viewed from one end. 
In an attempt to reconcile the dc current-voltage relations in a cardiac­
ganglion soma with those of a squid giant axon, two models were tested. 
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In one model, the soma membrane was assumed to exhibit a fixed conduc­
tance which was connected electrically through the axon-hillock core resistance 
to a distributed axon with properties similar to those of the squid axon 
(i. e., an axon obeying a three-halves power law). In the other model, the 
assumed configuration was the same except that the axon was taken to be 
lumped rather than distributed (i. e., the axon was represerited by a square 
law). Neither of these models provided current-voltage relations with the 
sharp knee exhibited by the cardiac -ganglion data. 

Several perturbations of these models (e. g., a distributed combin­
ation of fixed shunt conductances and series core resistances representing 
the axon hillock) were explored. None of these exhibited current-voltage 
relations that were closer to the data than those for the lumped axon with 
a large, fixed conductance in parallel with it (bottom curve in figure 56). 

It seems unlikely, in fact, that any justifiable combination of passive 
elements and d-c squid axon models will provide the piecewise-linear 
relation found by Hagiwara. At least two other explanations are possible. 
The electrical properties of excitable membrane in the lobster may be 
completely different from those in the squid; or the occurrence of spikes 
at the axon during the application of the test voltage at the soma obscurred 
the dc characteristics of the system, even in the interspike interval. Two 
things are clear from Hagiwara's data, however. The increased capaci­
tance of the soma membrane is not the only difference between it and the 
squid-axon membrane. The soma membrane exhibits a voltage -independent 
conductance that is very large compared to its voltage-dependent conductance; 
and, unlike the squid-axon membrane, the soma membrane exhibits no 

" transient negative resistance. 

SPONTANEITY IN THE CARDIAC GANGLION 

Normal Spontaneity 

Since the lobster cardiac ganglion is the pacemaker for the lobster 
heart, perhaps its most salient property is its spontaneity. The normal 
burst rate for the ganglion, as indicated by the frequency of heart beats, 
is from 1/2 to 2 bursts per second. All nine neurons of the ganglion 
apparently participate in a burst, each contributing several spikes. The 
maximum spike frequency of any single neuron during a burst is approx­
imately 100 spikes per second (Maynard, 1955 b). Most of the neurons 
operate at a considerably lower frequency, however. 

The sequency of spike initiation by the various neurons at the 
beginning of a burst is often constant for long periods of time. Maynard 
(1955 b), for example, observed the same pattern of several spikes from 
several neurons repeated at the beginning of more than 3500 successive 
bursts. Under normal conditions, the first few spikes in a burst appar­
ently are initiated by small cells. After several spikes from the small 
cells, the large cells begin producing spikes. Toward the end of the 
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burst, the frequency of spikes from the large cells decreases until only 
the small cells are firing again; so the last few spikes in the burst are .':h 
also from the small cells (Maynard, 1955 b). 

Intracellular Recording;from the large cells during burst activity 
indicate that the five large cells do not all behave in the same way during 
a burst (Bullock and Terzuolo, 1957, Hagiwara and Bullock, 1957). All 
five cells have a resting potential of 50 mv and all five cells exhibit 
rapid depolarizations of about 20 mv at the beginning of each burst. 
Following this initial depolarization, cells 1, 2 and 5 (see figure 49) 
exhibit a sustained depolarization of 10 to 15 mv which lasts for several 
tenths of a second during a burst. Superimposed on the sustained depol­
arization are a large number of large and small excitatory post- synaptic 
potentials (epsp's) and, in cells 1 and 2, several miniature spikes pre­
sumably reflected from the axon. Usually miniature spikes also were seen 
in cell 5. The amplitudes of the reflected spikes vary from less than 10 
mv to more than 20 mv. The frequency of miniature spikes usually 
decreases monotonically during a burst. The large depolarization in 
cells 1, 2 and 5 at the beginning of a burst usually is preceded by only 
on~ spike, suggesting that the depolarization is a single epsp (Bullock 
and Terzuolo, 1957). Hagiwara and Bullock (1957) observed that single 
epsp's in the large cells can be as large as 20 ,to 30 mv. Some presynaptic 
pathways to cells 1 and 2 are not that effective, however; and spikes in 
these pathways induce epsp's that are extremely small (e. g., 1 or 2 mv). 
The large epsp's usually end abruptly during a burst, and cells 1 and 2 
exhibit only small epsp's for the final few tenths of a second. 

Cell 4 of the cardiac ganglion usually exhibits transient potentials 
similar to cells 1 and 2, but without the sustained depolarization. Cell 3, •
on the other hand, exhibits potentials very similar to those in cells 1 and 2, 
including the sustained depolarization; but it also usually exhibits spontan­
eous spikes in the interburst interval. These spikes apparently result 
from a tendency toward spontaneous depolarization in cell 3. Occasionally 
this depolarization is reset before a spike can occur, and in general the 
waveform has the appearance of a subthreshold oscillation with a single 
spike occuring randomly on the. rather broad peak of its depolarizing 
phase (see Bullock and Terzuolo, 1957, fig. 6, p. 350). Maynard (1955) 
proposed that either cell 5 or one of the small cells is responsible for 
initiation of a normal burst; but Hagiwara and Bullock (1957) attribut ed 
burst initiation to two of the small cells. 

Anomolous Spontaneity 

Although the burst activity in the cardiac ganglion normally is 
initiated by one of the posterior cells - probably one of the small cells, 
Maynard (1955) observed that complete removal of these cells did not 
alter significantly the burst activity in the remaining cells (i. e., in cells 1, 
2, 3 and 4). In fact, preparations with as few as three large cells often 
continued to produce bursts. In some apparently damaged preparations, 
two independent bursts were seen, one including only spikes from small 
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cells, the other including spikes from both small and large cells. Occa­
sionally single neurons produced long independent runs of periodic spikes, 
particularly when other cells were silent. When isolated, some of the 
large cells tended to produce spikes at a constant frequency of as much 
as 15 spikes per second. 

Bullock and Terzuolo (1957) also found evidence of independent runs 
in the intracellular potentials of the large cells. Occasionally periodic, 
small epsp's appeared in the interburst interval. It was not clear whether 
these epsp's were the result of spikes in the small cells or in a spontaneous 
large cell such as cell 3. The fact that cell 3 usually was producing spon­
taneous spikes, while the small interburst epsp' s were rare, indicates that 
cell 3 probably was not responsible for the epsp's. Another large cell 
may have been responsible, however. 

Watanabe (1958) applied anaesthetics to the posterior pool of cells, 
which includes the four small cells and cell 5. In some preparations this 
permanently blocked all further electrical activity in the ganglion. In 
other preparations, however, a slow oscillatory potential appeared in the 
large cells, spreading among them through their electrotonic connections. 
The frequency of oscillation was approximately one cycle per second; and 
in the case presented by Watanabe (1958, p. 314), the oscillations appear 
to have originated in cell 3. This is consistent with the results of Bullock 
and Terzuolo (1957) who observed two-cycle-per-second oscillations in 
cell 3. It does not explain completely Maynard's observation, on the 
other hand, of continuous independent runs at frequencies from 2 to 15 
spikes per second. 

Conclusion 

The cardiac ganglion seems to comprise two types of cells, those that 
are innately spontaneous and those that are innately quiescent. Burst 
of spikes in the ganglion apparently are initiated by one of the former and 
sustained with the help of the latter. The spontaneous cells include two 
or more of the small cells and probably cell 3. The quiescent cells may 
include cells 1, 2, 4 and 5. When isolated, the spontaneous cells tend to 
produce runs of periodic spikes at frequen.cies from 1/2 to 15 spikes per 
second. The spike frequency of individual cells during a burst is usually 
higher than 15 spikes per second, however; so some acceleration must 
be present during the early phases of a burst. 

One important question about the operation of the cardiac ganglion 
is how the tendency toward periodic spike production in a few cells is 
transformed into coordinated bursts of spikes from all nine cells. The 
following discussion includes an examination of this question. 
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SPONTANEITY IN THE NEURAL ANALOG
 

The parameters of the SOMA MODEL were adjusted to the values 
specified in Table I, so that it represented a patch of squid-axon membrane 
for large excursions of membrane potential. A steady depolarizing current •
was applied across the simulated membrane. As this current was increased, 
oscillations appeared at the node representing the inside of the membrane. 
With further increase of the current, the oscillations became spikes whose 
frequency increased monotonically with increasing current. When the 
spike frequency was approximately 100 spikes per second, it no longer 
increased. Instead, the spike amplitude diminished and the response 
reverted to small oscillations. With further increase in the current, the 
oscillations disappeared. At this point the simulated membrane potential 
was the equivalent of approximately 30 mv below the resting potential. 
This sequence of events is shown in the photographs of figure 57. 

Periodic activity of the type shown in figure 57 can be induced in the 
SOMA MODEL by any mechanism that tends to depolarize the membrane 
and prevent maintenance of the resting potential. The system described 
by the Hodgkin-Huxley data is inherently unstable and includes several 
possible oscillatory modes. Many of these have been described in con­
siderable detail in an earlier publication (Lewis, 1965). When the para­
meters of the SOMA MODEL are adjusted to match the Hodgkin-Huxley 
data, the minimum frequency of the subthreshold oscillations is. approx­
imately 50 Hz. Since a spike does not necessarily occur on every cycle 
of the oscillation I' the minimum spike frequency is considerably less than 
50 spikes per second. The minimum frequency with stable operation 1 how­
ever 1 is approximately 16 s~ikes per s~cond. ~ll of these frequencies are 
higher than those observed In the- cardIac gangbon of the lobster. 

The following discussion concerns parametric changes of the SOMA
 
MODEL that make its spontaneous operation conform to that of cardiac
 
ganglion cells.
 

Variations of the Time Constants of Potassium Conductance 

The parameter settings listed in Table 1 for the SOMA MODEL are 
intended to make it correspond to a patch of squid-axon membrane for 
large excursions of the membrane potential, such as spikes. For depol­
arizations of less than 30 mv, the time constant, or , for the increase of n 
of the potassium ·conductance variable (n) is too small by a factor of five. 
The time constant is correct for small depolarizations when :a5, R6 and R 7 
in the potassium circuit are equal to 1000.0, 2000.Qand 3000Q, respec­
tively. 

With or in the SOMA MODEL increased from 1 ms to 5 ms, the spike
n 

duration is approximately doubled and slope of the repolarizing phase is 
considerably reduced (see figure 58). The minimum frequency for sub­
threshold oscillati~ns is reduced from 50 Hz to approximately 25 hz, but 
these oscillations are much less stable and are more likely to develop 
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Figure 57. Spontaneous Potentials Elicited.... 
o by a Steady Depolarizing Current 
~ in the Soma Model. 

G 

c D E F
 



into full spikes. This instability is due to the inability of the slow potas­
sium conductance to overtake and arrest the regenerative action of the .'" 
sodium conductance before the occurrence of a spike. Since with 1 equal 

n 
to 5 ms the parameters of the SOMA MODEL are very closely to those 
'specified by Hodgkin and Huxley for small excursions of potential across 
the squid-axon membrane, subthreshold oscillations in that system also 
should be unstable. 

•
Figure 58.. Spike with Tn Equal to Five Milliseconds
 

(upper trace) Compared to Spike with Tn Equal to
 
One Millisecond (lower trace).
 

In the squid axon, the rate of decline of t~f potassium conductance 
was nearly constant at approximately O. 20 ms both for excursions of 
membrane potential less than 30 mv and for rapid repolarization to poten­
tials within 30 mv of the resting potential '(Hodgkin and Huxley, 1952 b, 
p. 492). In the SOMA MODEL, this rate constant is treated in terms of 
its reciprocal, the time constant 1 * in Table 1. The value of ,* according 
to the Hodgkin-Huxley data is 5 ms~ With T (the time constant lbr the 
increase of potassium conductance) set equaPto 5 ms, ,* (the time con­
stant for decline of the potassium conductance) was vari~d from 5 ms to 80 
ms. The effects of this variation on spontaneous spikes are shown in 
figure 59. The spike frequency decreased with increasing magnitudes 
of 1 *, from 50 spikes per second when 1 * =5 ms to 7 spikes per second 
wheJl , * = 80 ms. The spike frequency w~s not linearly related to 1 * 
since a~ 6 fold increase in 1 * brought a 7 -fold reduction in frequencp.

n 
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Figure 59. Spontaneous Spikes for Various Magnitudes of Tn.­


The magnitudes of T n>'~ were as follows: A. - 5 ms;
 
B. - 10 ms; C. - 20 ms; E. - 40 ms; E. - 80 ms. 
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With T and T * both equal to 5 ms, the simulated membrane capaci­
n n 

tance in the SOMA MODEL was increased to 1.0 microfarad (the equivalent 
of 4 microfarads per sq cm in the squid axon). A steady depolarizing 
current applied to the model produced the oscillatory potentials shown in •figure 60A. These potentials could be described as attenuated spikes, 
since they exhibited an all-or-nothing characteristic. In other words, 
this periodic waveform was stable in form and amplitude, and changed only 
in frequency as the magnitude of the depolarizing current was varied. Once 

again T * was varied from 5 ms to 80 ms, and the effects are shown in the 
n 

remaining photographs of figure 60. The amplitude of the waveform was 

constant and its all-or-nothing nature persisted until T * was increased
* nbeyond 20 ms. When Twas 40 ms, the amplitude of the oscillations 

n 
was reduced to the equivalent of approximately 20 mv in the squid axon, 
and their frequency was approximately 8Hz. 

With T. and T * both equal to 5 ms, the simulated membrane capac­
n n 

itance was increased again, this time to 2 microfarads (8 microfarads per 
sq cm in the squid). The amplitude of the oscillations was completely 
graded, depending on the magnitude of the depolarizing current. The fre­
quency of these oscillations increased monotonically with increasing currEn t. 
Their amplitude, on the other hand, was a nonmonotonic function of depol­
arizing current, increasing as the current was increased from low magni­
tudes, passing through a maximum equivalent to approximately 30 my, 
then decreasing as the current was increased further. The amplitude of 
these oscillations is plotted against their frequency in figure 61. •

The depolarizing current was fixed at a magnitude that induced a 
8-Hz oscillation with an amplitude equivalent to approximately 20 ms, as 

shown in figure 62A. Then T * was increased from 5 ms to 80 ms, and 
n * 

the results also are shown in figure 62. As T was increased, the 
n 

amplitude of the oscillation increased, and the frequency decreased. When 

Tn* was equal to 80 ms, the amplitude was equivalent to approximately 30 

mv and the frequency was approximately 4 Hz. 

In their mathematical formulation of the squid-axon data, Hodgkin 
and Huxley (l952 d) assumed that the rate of rise and the rate of fall of the 
potassium conductance were related. The solution of their equation for 
the potassium conductance variable, n, in response to a sudden change in 
membrane potential is 

22) 
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Figure 60. Spontaneous Spikes for Various Magnitudes of T riwith 
em Equal to Four Microfarads per Square Centimeter. 

The m.agnitudes of T >',c were as follows: A. - 5 m.s; B. - 10 m.s; 
n 

C. - 20 m.s; D. - 40 m.s;- E. - 80 m.s. 
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Figure 61. Amplitude o~ Subthreshold Oscillations in the Soma Model 
as a Function of Frequency. 
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Figure 62. Subthreshold OscUlations in the Soma Model: Dependence 
on 'T n*when Cm Equals Eight Microfarads per Square Centimeter. 

The ITlagnitudes of T >;, were as follows: A. - 5 InS; B. - 10 InS; 
n 

C. - 20 InS; D. - 40 InS; E. - 80 InS. 
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where no is the initial value of n, and nco is its final value. They related 

the potassium conductance to n by • 

23) 

where gK is a constant. In the case of depolarizations, nco is greater than 

n , so the potassium conductance has the same form as {1 - e -t~)4, which 
o 

is an inflected rise to a constant value, 1. O. In the case of repolarization, 
n is greater than I1oo, so the potassium conductance has the same form as 

o -tiT -2tlTn -3tlTn -4tlTn ' 
(a + be n + ce + de + ge ), which is a noninflected 
fall to a constant value, a. For repolarization from a highly depolarized 
state, all terms but the last one become vanishingly small; and the fall is 

described by a simple exponential, ge -4tITn. In this case the time constant 
for decreasing potassium conductance is T 14. The relationship between 

n 
the rate of rise and the rate of fall of the potassium conductance in the 
Hodgkin-Huxley equations thus depends on the exponent in Equation 23. 
Larger exponents actually provide a better match for the data on the 
inflected rise of potassium (Hodgkin 'and Huxley, 1952 d). The relationship 
between rates is therefore, doubtful, and independent variation of T . and T * n . n 
in the SOMA MODEL is at least partially justified. 

Independent variation of T n* did not provide the behavior that was 

sought in the SOMA MODEL, however. The minimum frequency of sub­
threshold oscillation in the cardia'c ganglion' was approximately I Hz; the 
minimum frequency observed in the experiment described in this section •
was approximately 4Hz, and that occurred with T * equal to sixteen times 

n 
the value specified by Hodgkin and Huxley. 

Variations of the Sodium Inactivation Time Constants 

All of the parameters of the SOMA MODEL except T were adjusted
n 

to the values specified by Hodgkin and Huxley for the squid axon and outlined 
in Table 1; T was adjusted to 5 ms J the value specified by Hodgkin and 

n 
Huxley for small excursions of membrane potentiaL A steady depolarizing 
current was applied across the simulated membrane, inducing periodic 
spikes at a frequency of approximately 40 spikes per sec. The individual 
spikes were slightly more prolonged than those generated by the model 
when T was adjusted to its value for large excursions of membrane 

n 
potential. The time constant (T ) of recovery from inactivation of the 

r 
sodium conductance was increased in three steps from 12 ms (see Table 1) 
to 100 ms; the effects are shown in figure 63. Although the duration of 
the individual spike was decreased,very slightly as T r was increased, the 
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Figure 63. Spontaneous Spikes in the Soma Model: 
Dependence on T r. 

The magnitudes of T r were as follows: A. - 12 ms; B. - 24 ms; 
c. - 50 ms; D. 100 ms. 
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over-all appearance of the spike virtually was unchanged. The spike fre­
quency, on the other hand, was changed considerably, decreasing mono­
tonically 40 spikes per sec to 4 spikes per sec as T r was increased from 12 • 

ms to 100 ms. 

With T readjusted to 12 ms, the simulated membrane capacitance
r 

was increased to 2 microfarads, which corresponded to 8 microfarads per 
sq cm in the squid axon. In this case, the depolarizing current produced 
periodic subthreshold oscillations instead of spikes. T. was increased again 

. r 
from 12 ms to 100 ms, and the effects are shown in figure 64. The frequency 
of oscillation decreased monotonically with increasing values of T. , but the 

r 
relationship was not linear. The frequency decreased from 10 Hz to 4 Hz, 
while T was inc reas ed from 12 ms to 100 ms. 

r 

Finally, both time constants of sodium inactivation were varied 
simultaneously. Before each measurement, the voltage-dependent time 
constant of inactivation ( T. in Table 1) and the time constant of recovery

1 

from inactivation ( T ) both were increased or decreased by the same factor 
r 

from their values specified by Hodgkin and Huxley. The factor was varied 
from measurement to measurement, and the results are shown in figure 65. 
In the case of figure 65A, both time constants were one-fourth the magnitudes 
determined for the squid axon (see Table 1). A steady depolarizing current 
applied to the model elicited periodic spikes whose amplitudes were approx­
imately 600/0 that of a full spike in this sytem. The spike frequency in this 
case was approximately 40 spikes per sec. In the case of 65B, the time .c..,;; 
constants were one-half their squid-axon values. The spikes now were 
nearly full size. but their frequency was still approximately 40 spikes per 
sec. Figure 65C shows the periodic spikes when both time constants were 
equal to their squid-axon values; and 65D through G shows the effects of 
increasing these time constants to 2-, 5-, 10- and 20- times the squid-axon 
values. As these time constants were increased, the spikes became pro­
longed, exhibiting plateaus, and the spike frequency was diminished. In 
the case of figure 65G, for example, the spike duration was nearly 10 ms 
and the frequency was approximately three spikes per sec. 

The principal effect of increasing the time constant of inactivation 
was to prolong the spike. This effect is certainly not unexpected, since 
sodium inactivation is an important part of the recovery processes that 
terminate a spike. When this time constant was decreased to values 
considerably below its value in tre squid axon, on the other hand, the spikes 
failed to reach their full amplitude. This is simply because the sodium con­
ductance was effectively inactivated before the regenerative depolarization 
was completed. Increasing the time constant of recovery from inactivation 
had the opposite effect. The residual inactivation at the time of a spike 
tended to increase as T was increased. This residue shortened the time 

r 
required for inactivation and thus tended to shorten the spike duration. 
The residue also was increased as the spike frequency increased. This 
effect is evident in the photographs of figure 66. In this case the spikes 
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Figure 64. Spontaneous Oscillations in the Soma Model: Dependence 
on .,.r when em Equals Eight Microfarads per Square Centimeter. 

The magnitudes of T were as follows: 
r 

A. - 12 ms; B. - 24 ms; C. - 50 ms; 
D. - 100 ms. 
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Figure 65. Spontaneous Spikes in the Soma Model: Dependence
on Both Time Constants of Sodium Inactivation. 
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Figure 66. Plateau Potentials in the Soma Model:
 
Dependence on Frequency.
 

Frequencies were as follows: A. - 1 Hz; B. - 10 Hz; C. - 20 Hz; 
D. - 40 Hz. 
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were elicited by a pulse source with controllable frequency rather than by a 
steady depolarizing current. As the spike frequency was increased, the .,,ic 
spike width decreased from approximately 12 ms to approximately 5 ms. 

Once again reasonable variation of the parameters did not provide 
the low frequency oscillations that were observed in the cardiac ganglion. 
Increasing T. to eight times its magnitude in the squid axon decreased the 

r 
frequency of oscillation to 4Hz in the SOMA MODEL; but the frequency of 
oscillations in the cardiac ganglion is as low as 1 Hz. 

Combined Parameter Variations 

For oscillations in the SOMA MODEL that can be classified as sub­
threshold and graded, the parameters most effective in determing frequency 
are or and T *. These parameters have been increased to magnitudes many

r n 
times the values specified in the Hodgkin-Huxley data, but the resulting 
frequencies of oscillation still have been considerably higher than the mini­
mum frequencies in the cardiac ganglion. Now we shall describe some rather 
drastic measures that were taken in attempts to force the SOMA MODEL to 
oscillate at frequencies close to 1 Hz. 

When T * and T are adjusted to the values specified by Hodgkin and 
n r 

Huxley, the SOMA MODEL is unable to sustain oscillations when the simu­
lated membrane capacitance is equivalent to 20 microfarads or more per 
sq ern. With increased. magnitudes of Tn* or Tr' on the other hand, oscilla- • 

can be sustained with higher capacitance values. Figure 67 shows photo­
graphs of oscillations that occurred in the SOMA MODEL with T * equal to 

n 
100 ms and C equal to 5 microfarads (equivalent to 20 microfarads per

M 
sq em in the squid axon); all other parameters were adjusted to the values 
specified in Table 1. The sequence of photographs shows the effects of 
increasing the steady depolarizing current that elicited the oscillations. 
The frequency of oscillation increased monotonically with increasing cur­
rent, but the amplitude was a nonmonotonic function of current. This 
particular configuration of the SOMA MODEL provided the most stable, 
low amplitude oscillations that were observed iri all of the experiments 
described up to this point. The minimum amplitude of stable oscillation in 
this case was equivalent to less than 5 mv in the squid axon. The minimum 
frequency, on the other hand, still was greater than the I-Hz objective. 
Further increase of the membrane capacitance alone did not reduce the 
frequency significantly. 

With the simulated membrane capacitance equal to 20 microfarads 
per sq ern and T * equal to 100 ms, or was increased to 100 ms. Stable 

n r 
low amplitude oscillations again were observed, and the minimum frequency 
was reduced to 2 Hz. Figure 68 shows the oscillations in this system and 
the effects of increasing the steady depolarizing current. 
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Figure 67. Spontaneous Subthreshold Oscillations in the Soma 
Model with Tn*Equal to 100 Milliseconds and Cm Equal to 

20 Microfarads per Square Centimeter. 

117
 



• 

A D 

B
 

~ A A ~ ~ 

JUUV 
E • 

c F 

Figure 68. Spontaneous Oscillations in the Soma Model wi th 
both Tn * and Tr equal to 100 ms and Cm equal to 20 

Microfarads per Square Centimeter. 
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Finally, with the simulated membrane capacitance equal to 20 micro­
farads per sq em and". * equal to 1 00 ms, .,. and.,.. were both scaled upn . r 1 

by the same factors - but with T beginning at 100 ms. Figure 69A shows . :r 
I" ",the oscillations obtained with T. equal to the voltage-dependent values 
,.., 1 

specified by Hodgkin and Huxley and T equal to 100 ms. In 69B, ,. was 
r 1 

equal to twice the values specified by Hodgkin and Huxley; Twas 200 ms. 
r
 

In 69C through E, T was scaled to values 5-, 10- and 20- times those in
 
r 

the squid axon, and T was equal to 500 ms, 1 sec and 2 sec respectively.
r 

In 69E, the frequency of oscillation finally approaches the I-Hz objective; 
but the SOMA MODEL no longer bears much resemblance to the squid axon. 
Its capacitance is twenty tim.es the squid-axon capacitance, and its time 
constants are 10 to 100 times those of the squid axon. 

A resonable conclusion seems to be that the electrically excitable 
membl'ane of the squid giant axon would require extensive modifications 
in order to produce the stable I-Hz oscillations observed in the lobster 
neurons. Oscillations at frequencies as low as 4Hz, on the other hand, 
apparently would require large but defensible changes in single parameters. 

LOCATION OF THE PACEMAKER 

Location of the Pacemaker in the Cardiac Ganglion 

The physiologists who have examined intracellular potentials in the
 
cardiac ganglion generally agree that the point of origin of the spike is
 

kot at the soma, but some distance from it - presumably along the a.xon 
(see Bullock and Terzuol0, 1957, Hagiwara and Bullock, 1957, Watanabe, 1958). 
The evidence supporting this contention is convincing: the current-voltage 
relations of the soma certainly are not conducive to spike generation, and 
spikes that do appear in the soma are highly attenuated and are not always 
concurrent with peaks of depolarization. The point of origin of the slow 
oscillations or pacemaker potentials, on the other hand, is not so easily 
assessed. Bullock (1958, 1959, 1962) suspected that the processes under­
lying these oscillations might be completely separate from those involved 
in spike initiation, and he postulated a separate "pacemaker locus II in or 
near the soma. The evidence for a pacem.aker locus spatially separate 
from the spike initiator includes the fact that spikes do not occur in a fixed 
position on the depolarizing peak of the oscillations and, occasionally, the 
oscillation proceeds through a complete cycle without eliciting a spike. 

Location of the Pacemaker in a Two-Patch Model 

Two SOMA MODELS were connected together to form a two-patch 
simulation of a cardiac ganglion cell. One model represented the spike 
initiator site and all but one' of its parameters were adjusted to the values 
listed in Table 1 for the Hodgkin-Huzley Model. The remaining paramete:r, 
T , was adjusted to 5 ms; so the model represented a patch of squid-axon

n 
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Figure 69. Spontaneous Subthreshold OscUlations in the Soma 
Model: Dependence on Both Time Constants 

of Sodium Inactivation. 

120 • 



membrane for small excursions of membrane potential. The other SOMA 
MODEL represented a cardiac-ganglion soma. The simulated membrane 
capacitance was set to be equivalent to 8 microfarads per sq cm, a value 
close to halfway between the limits determined by Hagiwara, Watanabe and 
Saito (1959) for the soma. 

The leakage conductance was doubled and corresponded to the maximum 
value measured by Hagiwara, et al. .,. * was adjusted to 100 ms to provide

n 
the capability of reasonably low frequency oscillations, and 7". was adjusted

n 
to 5 ms. The remaining parameters of the model were adjusted to the values 
in Table 1. The configuration of the two models was identical to that shown 
in figure 22. The nodes representing the outsides of both membrane patches 
were grounded; the nodes representing the insides were connected together 
through a resistor, R. In this configuration, the resistances of extra"­
cellular current paths are taken to be negligible. 

Spontaneous oscillations were induced in the two-patch model by a 
steady depolarizing current applied either to the spike-initiator patch or 
to the soma patch. Figure 70 shows typical simulated soma potentials 
during the oscillations. In the cases of 70A and B, the connecting resistance, 
R, was 10,000 ohms. 70A shows the soma potential in response to a steady 
depolarizing current applied to the soma itself. The waveform is nearly 
sawtoothed, with a frequency of approximately 6 Hz. Attenuated reflections 
of single spikes can be seen in various positions on the peak of the sawtooth. 
The spike on each cycle appears to have initiated the resetting of the potential. 
Figure 70B shows the simulated soma potential in response to a steady 
depolarizing current applie¢l to the spike initiator. The waveform is 
noticeably different from that of Figure 70A. Small undamped oscillations 
precede the spike. The frequency of these oscillations is characteristic 
of the simulated axon membrane with its short time constants. The simu­
lated soma cannot sustain such high-frequency oscillations. 

Figures 70C and D show the simulated soma potential after the 
connecting resistance was reduced to 5000 ohms. In 70C the depolarizing 
current was applied to the soma; in 70D it was applied to the spike initi ­
ator. The waveforms in these photographs lack the distinctions apparent 
between those in 70A and 70B. As the resistance was reduced further, the 
distinctions became even less obvious. In figures 71 and 72, the soma 
potentials for a 5000-ohm connecting resistance are shown with an expanded 
time scale. In figure 71, the depolarizing current was applied to the soma. 
The attenuated spikes appear in various positions on the peaks of the 
oscillations; and in one case, the oscillation completed a cycle without 
eliciting a spike. In figure 72, the depolarizing current was applied to the 
spike initiator. Again the attenuated spikes appear in various position on . 
the peak of the oscillation; in fact in two cases (the third and ninth peaks) 
the spikes appear after the peak, on the repolarizing phase. Occasionally 
in this mode, the oscillation completed a cycle without eliciting a spike 
(see figure 73). 
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In figure 71, the negative phase following the aborted spike (i. e. , 
the third negative phase) is noticeably smaller in amplitude than the other 
negative phases; and the interval between the aborted spike and the sub- ee;; 
sequent spike is shorter than the other interspike intervals. Both of 
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Figure 70. 
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Soma Potentials in a Spontaneously Active

Two-Patch Model.
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Figure 71. Soma Potentials in a Spontaneously Active Two-Patch 
Model: Depolarizing Current Applied to Soma. 
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Figure 72. Soma Potentials in a Spontaneously Active Two-Patch
 
Model: Depolarizing Current Applied to Spike Initiator.
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Figure 73.. Spontaneous Potentials at the Spike Initiator 
(upper trace) and Soma (lower" trace) of a Two-Patch 

Model: Depolarizing Current Applied to Spike Initiator. 
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these phenom.ena also occur in the cardiac ganglion following an aborted 
#t, ,il spike (see Bullock and Terzuolo, 1957, p. 350); and both are explained 
., easily in term.s of the Hodgkin-Huxley Model. The positive excursion of 

m.em.brane potential in the case of the aborted spike is m.uch sm.aller than 
the other postive excursions. The response of the potassium. conductance 
to the reduced positive excursion is less than it is to the normal excursions. 
In addition, the degree of sodium. inactivation in response to the reduced 
excursion is less. The reduced potassium. conductance leads to the 
sm.aller negative phase, and both the reduced potassium. conductance and 
the reduced inactivation lead to the shorter interval. 

Figure 73 shows the potentials as they occurred sim.ultaneously at 
the spike initiator and som.a when the depolarizing current was applied to 
the spike initiator. The connecting resistance in this case was 5,000 
ohm.s. The potential at the spike initiator following each spike is consid­
erably m.odified from. its usual form. by the slow potential induced at the 
som.a. Figure 74A shows periodic spikes induced at the spike initiator 
by the sam.e current that was applied in the case of figure 73, but in this 
case the sim.ulated som.a was disconnected. The loading effect of the som. a 
on the axon is quite apparent; loading reduced the spike frequency on the 
axon by a factor of ten. Figure 74B shows oscillations in the sim.ulated 
som.a under the sam.e conditions as in figure 71, but with the axon discon­
nected. These oscillations are reduced in both am.plitude and frequency 
and exhibit no attenuated spikes . 

• Discussion 

:I 
When the coupling between som.a and spike initiator in the two-patch 

m.odel was weak, the location of the depolarizing current was apparent 
from. the form. of the som.a potential. When the coupling was strong, however, 
the location of the depolarizing current m.ade very little difference in the
 

I

som.a potential. If the pacem.aker locus is defined as the region that has a
 

"	 
spontaneous, depolarizing transm.em.brane current, the location of the 
locus could be very difficult to assess from. intracellular recordings. 

In the case of strong coupling in the m.odel, both sim.ulated patches 
strongly influenced the form. of the potential at the som.a, and one cannot 
reasonably attribute the potential to the properties of a particular patch. 

THE CONSEQUENCES OF ELECTROTONIC INTERCONNECTION 

Strong evidence indicates that electrotonic as well as synaptic connec­
tions e=?Cist am.ong the cells of the lobster cardiac ganglion (Hagiwara, Watanabe, 
and Saito, 1959, Watanabe, 1958, Watanabe and Bullock, 1960). In general, 
the electrotonic connections are capable of transm.itting only slowly varying 
or dc potentials and incapable of transm.itting spikes. The connections appear 
to be passive and linear, describable in term.s of a series resistance (R.)

1 

between the sending cell and the receiving cell and the m.em.brane resistance 
(R ) and capacitance (C ) of the receiving cell. Hagiwara, et al (1959)

m.	 m. 
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Figure 74. Spontaneous Potentials in the Isolated
 
Spike-Initiator Patch (upper trace) and in the
 

Isolated Soma Patch (lower trace).
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determined the apparent values of these parameters for several of the 
electrotonic connections among the cardiac ganglion cells (see Table 3). 
Since all nine cells presumably are interconnected electrotonically, the 
values in Table 3 may reflect the effects of both direct and indirect paths 
between cells as well as the loading effects of several cells connected to 
the receiving cell. The data gathered by Hagiwara, et aI, do not include 
the effects of size differences among the somata, since the voltage at the 
sending cell was clamped; and results were independent, therefore, of 
the size of the sending cell. The photographs published by Watanabe, on 
the other hand, are indicative of the total effects of one cell on another, 
including the effects of size; but, clearly, much more data is needed in 
order to specify quantitatively the electrotonic connections. 

TABLE 3 

Apparent Parametric Values of Electronic Connections Between
 
Cells of Lobster Cardiac Ganglion.
 

1	 2 3 4
 

Distance between two cells O. 3 mm. O. 6 mm 2.0 mm. 1.6m.m.. 

Ri/Rm 1. 27 3.46 4.00 3. 25 

RiCm 23. 1 msec. 83. 3 msec. 71. 5 msec. 58.1 msec. 

"~\' RmCm 18. 2 msec. 24.0 msec. 17.9 msec. 17.9 msec. 

All of the data concerning the electrotonic connections indicate that 
conduction through these paths is accompanied by considerable attenuation 
and distributed delay. In the case of oscillatory potentials, the delay is 
manifest in phase lag (Watanabe, 1958). The oscillatory potentials observed, 
however, were of very low amplitude (less than 10 mv) and presumably 
could not elicit sympathetic oscillations in the receiving cell. If sympathe­
tic oscillations were induced, the apparent attenuation and phase lag would 
have been diminished considerably. 

The effects of electrotonic coupling among models in the neural 
analog facility have been examined in considerable detail. The pertinent 
results can be summarized in three statements: 

1.	 Electrotonic conduction of low-frequency or d- c potentials is 
degenerative, generally imposing attenuation and phase lag. 

2.	 The attenuation is reduced, but not eliminated, when sym­
pathetic oscillations are induced at the receiving model. 
Phase lag on the other hand, may give way to phase lead 
in the case of sympathetic oscillations. 
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3. Electrotonic conduction between sinlUlated spontaneous.ly 
firing spike initiators can produce synchrony of spike gen­
eration but cannot produce mutual acceleration of the spike 
initiators. 1 •CONCLUSIONS: MECHANISMS OF BURST FORMATION 

Perhaps the most interesting questions concerning the cardiac 
ganglion of the lobster are those related to burst formation. The individual 
neurons, when disconnected from the ganglion, either are completely quiescent or 
are spontaneously active and produce periodic spikes at a frequency greater 
than the normal frequency of bursts but less than the frequency of spikes 
from anyone neuron during a burst. Somehow, by vi.rtue of being connected 
to the other cells in the ganglion, the individual spontaneous cell loses its 
tendency toward periodic spike production and cooperates instead in the 
production of bursts. The spike production of the cell is accelerated con­
siderably during a burst and usually is completely quenched during the inter­
burst interval. One should look, therefore, for two types of mechanisms 
to account for burst formation: an accelerating mechanism and a quenching 
mechanism. 

Since the cardiac ganglion cells apparently are interconnected electro­
tonically, one might begin by asking whether electrotonic connections can 
provide acceleration. The experiments conducted with electrotonic 
connections between models in the analog facility have indicated that in 
general the answer must be no, electrotonic interconnections cannot provide 
acceleration. Electrotonic interconnections are basically degenerative, 
strongly attenuating conducted signals. Acceleration generally requires 
interconnections that are regenerative and can supply some amplification. .,X 
Although the conclusion that electrotonic connections are insufficient for 
acceleration generally should be valid, there is at least one obvious 
exception: a loop of electrotonically coupled spike initiators. Consider a 
spike initiator that by itself produces spontaneous spikes at a low frequency. 
If this were coupled into the racetrack network described in Section V, 
the first spike from the spontaneous spike initiator could propagate around 
the loop and initiate a second spike long before the spike initiator normally 
would have generated the second spontaneous spike. Extending this notion, 
one might envision a small network of electrotonically interconnected spike 
initiators in which spikes are conducted continuously back and forth between 
various nodes in a more or less random fashim. A burst could be initiated 
in such a network by a single spontaneous spike iilitiator, and it could 
terminate when the paths of all spikes in the network were blocked by re­
fractory nodes. 

1A study of electrotonically coupled spike initiators was reported previously 
under this contract: 

Lewis, E. R., IISynchronization in Small Groups of Neurons: a Study 
with Electronic Models ll 

• Presented at the 1966 Bionics Symposium 
and to be published in Cybernetic Problems in Bionics, New York: 
Gordon and Breach, (in press). 
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Figure 75. Spontaneous Potentials in Electrotonically
Connected Three-Patch Models. 
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In the lobster cardiac ganglion, however, the electrotonic connections 
, do not appear to be directly between spike initiators, otherwise production 

"	 of indiVidual spikes among the various cells would exhibit a tendency toward 
synchrony. The connections appear to be between the nonspiking somata, 
providing extremely indirect connections between the spike initiators. Some 
acceleration is possible in such a network, but its occurence in model studies 
was extremely rate. One example is shown in figure 75. The top photograph 
shows the potentials at the simulated soma (top trace) and spike initiator 
(second from top) of a spontaneously active, three-patch model (see figure 76). 
The two remaining traces in the photograph show the potentials from the same 
locations in a second three-patch model not connected to the first. The 
bottom photograph shows the potentials when the simulated somata were 
connected by a resistor. The oscillatoions of the spontaneous model are 
conducted with considerable attenuation and delay to the other model. 
After connection, the slope of the polarizing phase of the spontaneous soma 
(top trace) apparently is reduced sufficiently (either by the added capacitance 
of the second soma or by the delayed reflection of the oscillation) to allow 
the generation of two extra spikes by the spontaneous model. 

The electrical parameters of the connection in this case were 
identical in both directions Ri/-Rm = 4, ~Cm = 80 ms, RmCm = 20 ms. 

These values are comparable to those in columns 2 and 3 of Table 3. With 
the same parameter values for the electrotonic connection, the spontaneous 
model was adjusted to produce one spike for each cycle of oscillation. The 
spike initiator of the spontaneous model then was connected synaptically 
to the soma of the second model, and the amplitude of the synaptic conduc­

.....""	 tance adjusted to produce one spike for each epsp in the second model. Then 

., the spike initiator of the second model was coupled synaptically back to the 
soma of the first, completing the loop. As in the case of mutual excitation 
described in Section IV, the two models now produced bursts of spikes. 
This series of events in shown in'figure 77. 

While acceleration by means of electrotonic connection in the models 
was difficult to obt-ain, even in the form shown in figure 75, acceleration 
was almost invariably the result in the case of excitatory synaptic inter­
c()nnection. Excitatory synaptic coupling thus emerged in these studies 
as the most reliable and effective means of acceleration. We suggest, 
therefore, that the cardiac ganglion be examined for this type of connection. 

For quenching mechanisms, one does not have to look beyond the 
Hodgkin..:Huxley Model. The cumulative potassium conductance and sodium 
inactivation are completely adequate mechanisms for quenching. The system 
described by this model not only can become progressively more 
refractory from repetitive activity, such as spike production during a 
burst, but it also can become refractory by overdriving or excessive 
depolarization. The effects of overdriving are apparent in figure 57. As 
the quenching mechanisms in the cardiac ganglion, therefore, we suggest 
the voltage dependent potas siurn conductance and the inactivation of the 
sodium conductance. 
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Figure 77. Potentials in a Pair of Mutually Exciting
 
Three-Patch Models.
 

- .­
The upper photograph shows the potentials before the
 
excitatory loop was closed. The lower photo shows
 
spike bursts after the loop was closed. (Top trace:
 
soma of spontaneous,z:r1odel; 2nd trace: axon hillock
 
of spontaneous model; 3rd trace: axon of spontane­

.ous model; 4th trace: synaptic conductance at soma 
of driven model; 5th trace: soma of driven model; 
6th trace:. axon hillock .of driven model; 7th trace: 
axon of driven model; Bottom trace: synaptic con­
ductance at soma of spontaneous model). 
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