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ABSTRACT

Flight control system command input data are presented for
automatic approach and landing, sutomatic terrain following,
and manual control. The data are reduced to analytical forms
useful in preliminery design where possible, e.g., power spec-
tral densities and amplitude probability distributions. Servo-
analysis methods and spproximation techniques appropriate to
the use of the data are discussed. Preferred dats forms and
areas of continuing data need are summarized.
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BECTION I
INTRODUCTION

.A. OBJECTIVE

The purpose of the report is to compile, analyze, and describe flight
control system command input data for subsequent use in the preliminary
design phase of advanced systems. The study is generally restricted to
those critical phases of flight where the command input can be a control-

ling factor in specification and design. The following control modes and

phases are considered:

1. Automatic control of spproach and landing
2. Automatic control of terrain following

3. Manual control through fly-by-wire or
stability augmenter

These are flight regimes in which the command input can require maximum
maneuver capability from the airframe or high performance from the flight

control system.

The data and data forms presented are directed toward flight control
gystem preliminary design activities. Data for both the desired input
and the undesired noise components are presented. Data forms having
direct analytic application (e.g., power spectral density)} in determining
dynamic performance characteristics are evolved where possible. Failing
this, forms suitable for simulation are given. The emphasis is on typi-

cal measures and bases for parameter perturbaticn studies.

The dats presented herein have been gathered by others, and the report
is fundamentally an Information cstalog. The data are interpreted where
appropriate, and an effort is made to delimit the applicability and
possible faults of the data where possible. This report is intended to
complement a similar compilation, Ref. 1, of stcochastic disturbance input

data useful in flight control system design.
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Environmental ny =$ :£ Flight Control | Vehicle
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B. DEFINITION OF COMMAND INFUT

The command irnput gives the operating point control reference of the
vehicle. The commend input containsg the desired reference signal, the
incremental command or forcing function, systematic errors or biases,

and random errors.

The functional relstion of the command input is shown in Fig. 1.

Random  Systematic
Errors Errors Reference

System

~
Command Input

Figure 1. Command Loop Block Diagram

The controlier—vehicle dynamics about the operating point are inner loop

considerations, and do not lead to command inputs in this context.
C. BSUMMARY OF COMMAND INPUT DATA

The data are presented in succeeding sections according to the phase
of flight. Pilct inputs, present in all phases, are given separately.

An index to the data contained in this report is presented in Table I.

The nature of the amplitude probability distribution is usually given
when the data form is spectral denslty. The root mean-squared amplitude
levels are given also, or they may be computed using the techniques of

Section V.
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S8ECTION II
APPROACH AND LANDING

A. THE INBTRUMENT LANDING SYSTEM (IIS)

The ILS system consists of three elements —a localizer radio beam
to furnish directional guidance, a glide path beam for vertical guidance,
and markers to provide accurate radio fixes along the approach course.
Representative locations of thesge elements with respect to the runway
are given in Fig. 2. TFor a more detailed description of ILS charscter-

istics see, for example, Refs. 2 —6.

1000’
10000 —i 3500 | 4 miles
| —— - . —1 . AN R _ R ) R .
L § ] \Q
400’—/}7:' Middle Outer
Localizer Glide Pgth 000' Marker Marker
Transmitter Transmitter |

Figure 2. Typical IIS Iending Geometry

The localizer and glide path signals are received and processed on
board the aircraft to provide the guidance command during approach down
to established minimums. The lateral and vertical signals are either
displayed on the instrument panel for menual control, or coupled directly
into the flight control system for automatic control. In either case
the resultant command input contains the desired gignal of deviation
about an ideal course down the glide path and along the runway center-
line, plus undesired noise-like components due to irregularities in the
beam structure. Another potentisl disturbance source, receiver noise,
is shown in Ref. 7 to have an rms value of about 0.2 microamperes (full

scale is 150 pa) and is therefore negligible.

Course and glide path irregularities are caused by beam reflections

from the environment which result in a phase shift at the receiver.



The most lmportant are due to terrain and fixed structures, since these
are siting deficiencies which frequently cannot he corrected. Reflections
from overflying aircraft can cause large perturbations, but appropri-

ate traffic control procedures tend to minimize this effect. Recent
efforts by the FAA have been directed toward improving the ILS course
structure to permit Category III (zero-zero) landings. In connection
with this, the slotted waveguide directional localizer (see Ref. 8) has

come into widespread use, replacing the conventional localizer antennsa.
B. II8 LOCALIZER COURSE STRUCTURE

Irregularities in the loecalizer course structure due to terrain
reflection and other siting defects were measured by the FAA for 25
facilities in the U. 5. These basic data were analyzed by Bendix in Ref. 9.
The FAA data and Ref. 9 results are reanalyzed in Appendix A to place them
in a format most suitable to their use as & nolse component in the flight

control system command input during approach.

One of the principal results of the Appendix A analysis is the power
spectral density of localizer course structure variations measured at
the receiver output. Individual plots for each of twelve localizer
facilities are presented in Appendix A. These facilities were suffi-
clently self-stationary and Gaussian that the approach course could be
treated as a finite sample of a stationary random process. To provide
8 single estimator of the spectral density characteristics, the spectral
plots were averaged. The arithmetic mean was derived from the power
densities in db, effectively a logarithmic transformastion. The average
results for nine conventional loecglizers arye given in Fig. 3, and for
three directional locélizers in Fig. 4. Interfacility variability of
the spectral densities is denoted in Fig. 3 by plus or minug& one stan-
dard deviation limits, and in Fig. 4 by the range. Intrafacility

variability 1s not shown.

There are several significant observations to be mmde from Figs. 3
and L: (1) Both provide an indication of the noise power level.
(2) The shape of Fig. 3 is approximately that of white noise in the

messurement band. Some gttenuation occurs at higher frequency, probably



due to course structure Tiltering (T = 0.5 sec) at the output of the

localizer receiver (see Appendix A). Thus, the actual course structure

noise is nearly flat to frequencies well beyond the bandwidth of the

path modes of the ailrframe-autopllot closed-loop system. (3) The

directional localizer noise level appears to be significantly lower at

high frequency than that of the conventional localizer. Too much signif-

icance cannot be attached to a comparison of Figs. 3 and 4, however,

because they are averages of different facilities. Comparison of the

two antennas at the same facility in Ref. & showed some reduction in

course noise at all frequencies with the directional system.
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The individual spectral densiiy plots in Appendix A were adjusted so

that twice their integrsl gave the mean-squared value, i.e.,

2 _ o [ o) a
o L() (1)




In polnt of fact, the integration in Eg 1 was taken only over the range
for which the spectral density was known (0.15 < @ < 12). Thus, inte-
gration of the average spectra in Figs. 3 and 4 will yield the average
mean-sguare, 0% only if these limits of integration are used. In other
words, the spectral densities of Figs. 3 and } are assumed to be zero
for @ > 12 rad/sec.

C. OVERFLIGHT INTERFERENCE IN THE ILS LOCALIZER

Reflections from aircraft flying over the runway can cause interference
in the localizer receiver output of a landing aircraft. These perturba-
tions in the course command input can become particularly significant when
the overflying alircraft is at low altitude between the landing aircraft
and the transmitter. The effect 1s most pronounced, also, when the land-
ing aircraft is at a very low altitude just prior to touchdown. Further-
more, the variations msy be greater with the more modern directional
localizer, because it has a strong vertical radiation psttern alcong the

approach path.

A detailed analysis and results pertinent to deseribing this inter-
ference effect as a noise-like component in the course command input are
given in Appendix B. The effect is shown to be transient and not station-
ary, and a short term deterministic waveform is the most appropriate
descriptor. General conclusions are given in Appendix B, but they are
difficult to summarize baecause of the large number of variables. An

example may serve as the best illustration.

Consider the landing aircraft at the touchdown point, with the
receiver antenna height at 20 ft. Assume & DC-3 is flying across the
runway halfway between the landing aircraft and the localizer antenns
(track 12 of Fig. 27). The duration of the interference is approximately
5 gec from Fig. 32. The peak amplitude deviation for a 10-ft-high receiver
antenna is 80 pa in Fig. 28. Adjusting this for inereased antenna height
by estimstion from the trend of Fig. 29 yields a peak of approximately
40 pa. Assuming the waveform is that of Fig. ?5(a) yields the determin-
istic waveform estimete shown in Fig. 5. It should be emphasized that the

waveforn of Fig. 5 is not unique, and that its duration and amplitude are



EL 50 estimates based on the assump-

g tions of the example.

:§ 25 t — The possible consequences

8 O] of overflight interference

g -25 during the final stages of a

§ _s0l I l Category III landing are quite

5 sec severe. The probability of

Figure 5. Example of occurrence appears to be very

Overflight Interference small, however, for two prin-

cipal reasons. First, air traffic control procedures under these conditions
should be structured to keep traffie out of the interference volume (Ref. 8),
and only an inadvertent penetration would make interference possible. Second,
the conditions must be Jjust right for significant disturbance to occur in

the event of an inadvertent overflight. TFor example, the proper geometric
relationship between the landing and interfering alreraft is very difficult
to obtalin intentionslly, as discovered during the FAA experimental program
(Refs. 8, 10, and 11).

Further alleviation may be obtained (as reported in Ref. 11) by utilizing
longer waveguides set at higher elewtions above the ground. These have the
effect of replacing the single strong vertical radiation pattern of the

117-ft waveguide with several lobes of reduced intensity.
D. TIS GLIDE PATE STRUCTURE

Irregularities in the glide path structure were measured at 25 facilities
in the U. 3. by the FAA. The theodolite-corrected glide path deviation
records formed the basic deta In a study directed toward establishing dynamic
performance criteria to be used in commissioning ILS facilities (Refs. O

and 12). These records are a direct counterpart of the localizer data in

Appendix A.

The inertial beam structures as functions of distance (or time at a
constant velocity) are presented in Fig. 6 for eighteen of the 25 facilities.
Statistical tests in Bef. 9 showed that the records from the outer marker
to the runway were nonstationary. This was largely due to a significant

change in both the mesns and variances hetween the middle marker and the

8
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Figure 6. Theodolite-Corrected Glide Path Recordings (Ref. o)



Figure & (continued)
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runway threshcld. Because the runs are nonstationary, mesningful
statistical descriptors and power spectral densities are not readily
derived. If only the variance changed, it might be possible to transform
the data with a range-varying gain. This is apalogous to desensitizing
the glide path signal in the autopilot coupler {see Ref. 13). Desensi-

tizing 1s not appropriate for nonstationarity in the mean, however.

To obtain statistical measures, 1t might be appropriate to divide
the record from the outer marker to the threshold into approximately
stationary subrecords. This has the disadvantage that the effective run
length becomes too short, and meaningful spectral densities cannot be

obtained in the low frequency region of interest.

There exists another possible hasis for establishing a stationary
subrecord. Current FAA planning (Ref.14) for Category III landings
indicates that the glide path will only be used down to an elevation of
TO to 100 f+t. The approach and flare from that point down will be
accomplished by an altermative sensor—flight-control package. This my
permit truncation of the latter nonstaticnary porticn of the glide path
records for purposes of data analysis. 4 good discussion of the use of
IIS glide path data during the final stages of the approach is presented
in Ref. 13.

E. NOISE IN AUTOMATIC LANDING SYBTEZMS

The primary component of the sutomatic landing systems for which the
following data are presented is a ground-based high resoclution radar.
In one type of system the radar tracks the landing aircraft, determines
course and glide path deviations, and transmits elther these errors or
corrective commnds to the aircraft by radio link. This type of system
can be used for approach (e.g., GCA) or fully automstic landing (e.g.,
Navy B3PN-10 or Air Force AN/GSN-5). In another type of system (typified
by REGAL, Ref. 15) the ground antenna is mechanically scanned in eleva-
tion, and a receiver in the aircraft detects {in a semiactive way) the
moment that the antenna boresight is pointing at the aircraft. The air-
craft elevation angle is then determined by the antenna elevation angle

{transmitted via radio link) at that instant.

11



Angular resolution is usually the primary source of error in these
systems, particularly because of the low angle above the terrain. The
errors are largely a function of design characteristics, and command
input noise measures which will endure in time are neither available nor
approprigte. The following data are believed to be representative of
equipment that entered operational use in the early 1960's.

The Bendix Radio Division conducted an analytical study (Ref. 16) of
angular error sources in equipment of the REGAL type. The major part of
the elevation angle error was due to:

1. Atmospheric refraction
2. Terrain reflection

3. Random antenna errors (wind, etc.)
Secondary sources of error included:

1. Receiver noise
2. Demodulation resolution and interpolaticn

3. Antenna angle pickoff resolution

An analytical estlmate of the rms angular error in milliradians about a
nominal % deg glide path is afforded by Table 7 of Ref. 16. The results

are plotted as a function of range from the antenna in Fig. 7.
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0
1000 10,000 100,000
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Figure 7. Idealized Angular Error (Ref. 16)
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The Bell Aerosystems Company has been sctive for at least a decade
in the development of a system for fully automatic landings. Both the
Navy version, AN/SPN-10 (Ref. 17), and the Air Force version, AN/GSN-5
(Ref. 18), have a precise tracking, conical scanning radar which tracks
the aircraft. Depending on the mode, either errors about the glide path
or pltch and bank angle commands are transmitted to the aireraft. A
corner reflector is used to eliminate scintillation, glint, and fluctua-

tion (estimates of these errors can be obtained from Refs. 19—21).

Angular errors are the primary source of noise in the command signal
of the Bell equipment. With the commer reflector or beaccn tracker, the
measured rms angular error is approximately 0.25 millirad (Ref. 18), and
is approximtely stationary with range. Other sources indicate that the
frequency characteristics are well approximated by a first-order low-pass
white noise shaping filter with T = 0.5 sec. The corresponding spectral
density is sketched in Fig. 8.
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Figure 8. Typical Spectral Density for Angle Nolse
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SECTION III
TERRAIN FOLLOWING

A. BSYSTEM CHARACTERIBSTICS

The terrain following commend input derives from the terrain sensors
and a "processcr.'" The sensors obtain the basic terrain dats sahead of
the gircraft. The processor operstes on the data to remove some of the
noise, and to compute the command input to the flight contrel system.

The following discussion is restricted to longitudinal maneuvers only.

The two basic types of sensors currently employed 1n terrain following
systemsg are a forward-looking radar and s radio altimeter. The forward-
locking radar provides the primary input for higher speed aircraft, and
yields leocok angle to the terrain as a function of range ahead of the air-
craft. The radio altimeter 1s normally s backup sensor in the high speed
case, ahd provides altitude clearance at the aircraft, particularly when
cresting a hill or ridge-like terrain feature. The altimeter can be used
ag the primary sensor in g slowly moving alrcraft to provide altitude and
altitude rate feedback.

The moncpulse technigque 1s most commonly used in the forward-locking
radar. The principal advantages of monopulse 1s that its performance is
largely independent of the mean signal return level of the terrain.
Pencil beam radars are generally unsatisfactory, because the look angle

measurement is highly dependent on the return signal strength.
B. COMMAND INPUT CHARACTERISTICS

The command input signal to the flight control system from the
sensor—processor package contains signals from two sources. The first
source is the external environment, resulting primarily in the terrain
signal, with noise components due to scintillation and amplitude fluctu-
ation. The second source arises in the sensor package, and its random
component may be termed receiver noise. This effect is a function of

the eguipment design and is normally quite small.

1h



The envircomment-derived signals of terrain, scintillation, and
fluctuation are correlated to some extent, because they are related to
and vary with the characteristics of the terrain. Similarly, they are
correlated with the disturbance inputs due to gusts, because the nature
of the atmospheric turbulence is related to the type of terrain (mountain-
ous, farmlands, etc.). Thus, one is not free to choose the various inputs
independently, but should select the form and study perturbations with

due regard to their interaction.
1. Terrain Profile Data

The basic form of terrain data consists of the geographic terrain
profile given as height versus range cor distance along the profile. This
type of data is readily obtainable from a topographic map. A course near
the Naval Ordnance Test Station, China Iake, California, is widely used
for both simulation studies and experimental testing because of its
exceptional rcoughness. Called NOTS Course 10, it extends over a range of
about 50 nautical miles in a straight line from before Bear Mountain to

beyond Cross Mountain.

The actual profile for NOTS Course 10 1s tabulated in Appendix C
through the courtesy of NOTS personnel (Ref. 22). The tabulation starts
at a range of 54,173 ft, because the preceding part of the course is
essentially flat.

The power spectral density was computed by NOTS for both the complete
Course 10 and for a truncated versicn without Bear Mountain in the profile
(to make it somewhat more homogenecus). These dats are presented in
Fig. 9. The coamplete Course 10 spectrum includeg all the data of
Appendix C, while the spectrum for the shorter course truncates all pro-
file points before range 104,000 f+t. Asymptotes for second~order shaping

filter approximations are also given in Fig. 9, as are the meah squares.
2. TFlight Path Angle Command Datae

A detailed analysis of terrain data viewed in the context of the
resultant flight path angle command is presented in Appendix D, based on
studies by the Cornell Aeronautical Iaboratory. It is shown that an

15
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"ideal profile trajectory” above the actual terrain can be used +to obtain
a flight path angle command input, Yar which is optimum in some sense.
Power spectral densities of this command input are presented for repre-
sentative terrain at geveral different aircraft speeds and assumed zccel-
eration limits. These spectra are insensitive to the dynamics of the
aircraft over a broad range, since they define the desired or reference

trajectory based on kinematle consilderations.

Spectral densities of the ideal profile y, are derived in Appendix D
for Southern Pennsylvania (6201) and Rocky Mountain {9998) terrain. Both
are moderately rough and are indicative of a demanding terrain following
task. The effect of aircraft speed on the shape of the 7o Spectrum for
one terrain is small (see Figs. 39 and 40). The difference in spectral
charmcteristics between the 6201 and 9998.data is much larger. Spectra
for vy, gt a velocity of 0.9 Mach and with acceleration limits of +l1g
and —0.5g are presented in Fig. 10 for the two terrains (abstracted from
Appendix D). The 9998 profile is seen to have substantially more power
at low frequency. The high frequency charscteristics are nearly coinci-
dent. The second-order white nolse shaping filters shown are adapted
from Appendix D.

Although Fig. @ represents height and Fig. 10 is proportional to the
derivative of terrailn height, they both have the shape of second-order
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shaping filters. This is because Fig. 10 includes the effective
equalization dynamics of the processor, not just the derivative of the

terrain height.
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Figure 10. Power Spectral Densities of y, for Ideal Profiles (Appen. D}

It is generally agreed that the terrain "process" is both stationary
and Gaussian over g distance of a few miles about the mean terrain slope.
The terrain tends to be "cuspy," however, with sharp peaks and rounded
valleys. Derivation of the ideal profile is effectively a filtering
process, and it tends to eliminate the cuspiness, making the terrain more
Gaussian. This characteristic is convenient in linesr systems analysis,

allowing computation of rms performance indices.

Other probability distributions encountered in terrain data (e.g.,
Rayleigh and rectangular) are more difficult analytically, but can be
similated. BSome terrain features are not well described as a rgndom
process (e.g., towers, cliffs, smokestacks), and are better represented
by equivalent deterministic inputs for either analytical or simulation

studies.
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3. Amplitule Fluctuation

Amplitude fluctuation is a variation in the amplitude or power of the
radar return signal from the terrain, and it can have an indirect effect
on the command input. The variastion in smplitude fluctuation with terrain
characteristics is illustrated for S-band radar in Fig. 11 (adapted from
Ref. 23). The probability density is plotted as a function of normalized

return power {i.e., power divided by average power).
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1al
12
o
o8p 0.8 osf
0.6 3 wind = 25 mph 06 wind = [0 mph 06 : wind =10 mph
c.4f 0.4 oal
o2f 0.2 0.2 —
%o 20 30 %1620 30 O e 20 30
Normalized Powaer Normalized Power Normalized Power
Heavily Wooded Heavily Wooded Rocky

Figure 11. Probability Density of Amplitude Fluctuation (Ref. 23)

The increase In randem fluctuation due to wind and follage is readily
seen. For leafy terrain in a strong breeze the individusl scatterers are
free to change phase and orientation, and the return is nearly random.

In a light breeze (10 mph) there is some randomness with bunching about

the average power. For rocky terraln there 1s little randomness, and

only a slight fluctustion in power. Monopulse radar technigues tend to
minimize the effect of amplitude fluctuation. Over smooth terrain (calm
water or a sandy desert) there may be a large amount of specular reflection
and little back-scattered energy. In this case the signal level may be
undetectable or at best unreliable, and forward-locking radar techniques

are ineffective.

The influence of wind speed on the fluctuation power spectrum is
illustrated in Fig. 12 (taken from Ref. 23). The spectral amplitude for
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each wind speed is normslized with respect to the steady or average power
at that speed. As the wind increases, the random power increases relative
to the average power level. This increase in fluctuation results in a
decrease in the angular resolution (particularly for nonmonopulse systems)
which can lead in turn to uncertainty or errors in the FCS command input.

One function of the sensor—processor package is to reduce this type of error.
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Figure 12. Amplitude Fluctuation Spectral Density (Ref. 23)

The data of Figs. 11 and 12 are only intended to illustrate the effect
of environment on the random component of the signal. The average signal
level would be needed, as well, for direct application of these data to a

specific design problem.
L. Beintillation

Secintillation is a variation in the apparent look angle of the radar
sensor due to angular scattering of the return signgl from the terrain.
This phencmenon is particularly significant with heavily vegetated terrain
where the leaves behave as individual scatterers. It is important over
rocky slopes, ocean waves, etc., where there are small scattering surfaces
oriented in random ways. Secintillation is characteristically a random

process, and is well suited to statistical and spectral description.

A typical example of the angular amplitude probability distribution
is given in Fig. 13 for vegetated terrain. An example of scintillation

spectral density for vegetated terrsin is given in Fig. 14, The bandwidth
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is a function of wind speed for leafy terrain and water waves (for example),

86 18 the total scintillation power or rms angular variation.
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Figure 13. Probability Density of Scintillation
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Figure 14. Seintillation Spectral Density

Low frequency scintillation is likely-to be present as a noise
component in 7y, from the sensor—processor package. It is difficult to
distinguish from terrain variations and, unlike amplitude fluctuation,
it is not minimized by monopulse radar techniques. These data are only
1llustrative, and the exact amount of angular errcr in the commend input
in a given application is a function of the design of the processor. A

more complete analysis and details on specific systems are presented in

Ref. 24,
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SEOTION IV
MANUAL CONTROL

A. THE PILOT AS A BOURCE OF COMMAND INPUTS

Pilot-derived inputs {both desired and undesired) are an important
factor in the design of flight control systems for advanced vehicles,
including fly-by-wire and stabllity augmentation. It is essential to
present the pilot with good system response characteristics. This con-
strains system bandwldth, nonlinearities, authority, surface deflection
rates, etc. The undesired pilot input (or remmant) can be a large source
of excitation for flexible snd higher frequency rigld-hody modes of the

vehicle.

The pilot is well characterized by a gquasi-linear describing function-
plus-remant model. This model is given in block diasgram form for a com-
pensatory single-loop tracking task in Fig. 15. The form of the model may
vary with the nature of the display (e.g., pursuit versus compensatory)
and the multiplicity of the task. The model parameters vary {at least)
with controlled element (controller—vehicle) dynamics, manipulator dynasmics,
and forcing function (input) amplitude and frequency. The describing
function is the critical factor in determining pilot—system stability.

The remnant can be Iygportant to measures of system performance such as

the mean-squared error.

" Remnant, B
Eon |
Dis IO ed — | System
Forcing El::'roi' e ,-L Describing | Controlled Element Output,m
Function, | | 1J =1 Function Dynamics, ‘
- p | Ye
|
l
L ____f?@t}@quyifﬁfﬁﬁ_ __.J

Figure 15. Pilot Control in Compensatory Task
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B. PILOT DESCRIBING FUNCTION

The describing function characterizes that part of the pilot's
transfer characteristics which is linearly correlated with the forcing
function. There are two elements to this part of the model, a general-

ized describing function form and & set of adjustment rules.

A very complete generalized describing function is presented and
discussed thoroughly in Ref. 25. A somewhat simplified version that
5till has general applicability is adeguate for this discussion. A good

approximation (taken from Ref. 25) to the describing function form is

given by
fy 4 —Jarr
. ) KP(TLJLU e (2)
P (Trjo + 1) {(Tyjw + 1)
IJ® NJ®
where K? = gain
T = reaction time delay
(TLJUJ + 1)
TTEEB—;—TT = equalization characteristic
zﬁ—gﬁr:fTT = neuromiscular system characteristic
N

This version, Eq 2, neglects the indifference threshold, higher order

neurcruscular effects, and a very low frequency lag characteristic.

Complete adjustment rules are given in Ref. 25, but they can be
briefly summarized. The pilot describing function adopted for a given
tagk is very similar to that which a serve engineer would select given
the controlled element and a controller "black box" having the form of
Eg 2 and knobs for Ty, Tr, and Kp. Under appropriate conditions this
reduces to the "crossover model,” in which Yy is selected so that the
linear forward loop transmission, YpYe, is approximately Ke_jaw/jw in

the region of crossover.
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C. PILOT REMNANT
1. Importance

The remmant is that portion of the pilot's output which is not
linearly correlated with the foreing function. It is always present, and
it 1s probably the most significant undesired input into the primary and

fly-by-wire flight control systems from a practical standpoint.

The remnant can have sighificant power at frequencies that are high
enough to excite low frequency flexible modes of the airframe. Recent
controlled element transition date (Ref. 26) show that the pilot can
identify a new Y. and readapt hils describing function within a very few
seconds. This suggests that he may be dither adaptive, identifying the
system dynamics with his high frequency remmant power.

2. Bources

The major source of remnant appears to be nonstationarity in the
pilot's behavior (Ref. 25). This is manifest as time-varying components
in the gain, Kp, and the effective time delay, T,. A time-varying gain
results in variastion in the amplitude ratio of the pilot describing fune-
tion data at low frequency. Time variation in 7 results in low freguency

variation of the describing function phase angle data.

Some evidence exists for pulsing behavior by the pilot in the cutput
amplitude distribution for contrpl of second-order systems, e.g.,
Yo = K/(jm)z. This indicates a tendency for the pilot's output to be
pulses with areas roughly proportional to the stimulus amplitude. This

is an additional remmant source for this type of Y,.

A number of the experiments in Ref. 25 were designed to show sampling
or nonlinear behavior of the pilot. Careful examination of the output
spectral density out to a frequency of 46 rad/sec, however, showed no
evidence of sampling. Nonlinear behavior would be evidenced by the
appearance in the output of higher harmonics for the input sinusoids,
almost by definition. No harmonic peaks were present in the data. Thus,
the hypotheses of remnant explanation by sampling or nonlinear behavior

were rejected.
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3. Data

The remnant is considered to be a power spectrum injected at the
operator's input for modeling purposes, denoted by ®nn, In Fig. 15. The
point of application could be moved to other places in the locp as long
a8 no nonlinear elements are passed in the process; however, the remnant
spectra for a wide wvariety of controlled elements coalesce best when
reflected to the pilot's imput (Ref. 25).

Compilation of an extensive body of remnant data reflected to the
pilot's input is given in Flg. 16. The data points (circles, diamonds,
ete.) were obtained from the experimental program reported in Ref. 25,

The data depicted by lines derived from a completely independent study
accomplished by Elkind, Ref. 27. The plot gives the power spectral density

normglized with respect to the forcing function mean square.

The Ref. 25 dats points correspond to various controlled elements.
The forcing function was a rendom-appearing spectrum with a cutoff
frequency, wj, of 2.5 rad/sec, generated by a sum of sinusoids. The
Ref. 27 llnes were for a simple gain controlled element and random-
appearing input spectra composed of sums of sinuscids with three different

cutoff frequencies.

Several trends are apparent from Fig. 16. The remnant power increases
with controlled element gain and order, and decresses with foreing function

bandwidth. JI'or extreme controlled element forms such as

Ke
Joljw — 1.5)

Ye

the remnant increases greatly. This may be interpreted as a result of
the increasingly time-varying behavior adopted by the pilot in an attempt

to retain control.

Values of the remnant computed at the forcing function freguencies
{sinusoidal components) generally fit a smooth curve through values meas-
ured between and above foreing function frequencies. This indicates that
the power gpectral density of the remnsnt 1s continuous and that significant

line spectra are absent.
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SECTICN V
APPLICATION TO FC8 ANALYSIS

A. DATA FORMBE

There are several command input data forms appropriate to the analysis

of flight control systems. These include:

1. Deterministic descriptors
2. Amplitude probabllity distributions
3. Autocorrelation functions

4, Power spectral densities

Examples of all but the autocorrelation function are found in the data of

preceding sections.

Succeeding subsectlons summarize the ways in which each form of data
Yy be used in flight control analysis. This frequently is accomplished
by direct application of the extant data form. It may involve reduction
of the data from one form to a more useful equivalent. Approximstion by
a simpler form is often highly advantageous. The relation between the
several forms is indicated to a degree compatible with the brevity of

this exposition.

The following summsry provides the definitions and relations appropriate
to interpretation of the data. The indicated references should he adequate
to provide background and supporting detail.

B. CONVENTIONAL ANALYSIS TECHNIQUES

Thorough treatment of standard servoanslysis techniques may be found
in Ref. 28 for linear systems, and in Ref. 29 for nonlinear systems. An
excellent serles of reports useful in preliminary design of flight control
systems is given by Refs. 30— 32. These reporte fully define the methods
of analysis. A summary of dynamic performance criteria for random and

deterministic inputs is given by Refs. 33 and 34, respectively.
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1. Frequency Characteristics of Random Imputs

The command input is often well approximated as a finite sample in
time of a stationary random process. If the run length is sufficiently
long and the process is both Gaussian and ergodic, a powerful body of
analytic technigues may be called forth {(e.g., Refs. 35— 38).

The most useful descriptor of random data 1s the power spectrum. It
can be obtained from a single time function, y(t), of an ergodic process

uging the time average autocorrelation funection, i.e.,

T/2
R(r) = lim %f/ y(6)y(t+1) at (3)
-1/2

oo

where T is the averaging interval. If y(t) can be written in the Fourier

integral form

o0

v = f et 32 (4)
where

T(w) = fm y(£)e 9 ap

then substituting Eq 4 into Eq 3 and taking the limit for large T, R{T)

becomes the Fourier transform of the power spectral density (after Ref. 38),

i.e.,

[e.o]

R(1) = f o(w)e’™ av
-0
Taking the inverse Fourier transform yields by definition:
I jar
L —J
o(w) = 2“[w R(z)e dt

Restricting y(t)} to be real and recognizing that R(1) and ®(w} are even
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funetiocne yields the Fourier transform pailr

R{T1)

(&)
Ef d{w) cos wr dw
0

o(w)

It

1?-’:: R(t) cos wr dz (5)

The mean-squared amplitude, ¢, for a stationmary y(t) is R{0Q) or the
integral of the power spectral density, i.e.,

2=RO)=2m¢dm 6)
o] ( .‘; (ﬂﬂ (

This expression holds for all data presented in this report.

The spectral density of the output, ®y(w), of a linear transfer
element can be obtsined in terms of the input. Consider the simple block
diagram of Fig. 17, where G(s) might represent a controller—vehicle
closed-loop transfer characteristic in the presence of a command input

spectrum, ®;(w). The output spectrum,

@i(w)—-—7 Gls) |—— Pplw) Oo{w), is given by the relation

= letio) 12 o.
Figure 17. Simple Transfer P(w) = |G(Jm)| ®l(w) (7)
Charscteristic
An Immediate application of Eg 7 is

the computation of mean-sguared amplitude for an output quantity in the
presence of the command input, @i(m). This is accomplished by ewmluat-
ing Eq 6 for 05(w) to obtain ¢2, or the rms, o. This technigue allows
computation of a variety of performance indices. Examples include flight
path deviation about the ideal profile in terrain following, or the
localizer course in an sutomatic approach. Design considerstions such

a8 rms surface deflection and deflection rate can bhe studied as well.

Another application of Eq T is in the modeling of the command input

epectral density. If ®,(w) is a Gaussian white noise source, then s
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shaping filter, Gr(jw), can be "fitted" to yield the command input
spectrum, ®;{(w), to a selected degree of approximation. The input spectrum

is given by
2;(0) = |Ge(jw)|? op(w) (8)

Since dp(w) is a constant, |Gr(jw)|2 has the shape of the input spectrum.

A more genersl case is the one where the command input is the sum of
several random signals. For N input components and one output, the
transfer function characteristic of Fig. 17 becomes that shown in Fig. 18.

The inputs are assumed to have

zero means, but are not neces- P, {w) | G,(s)

sarily uncorrelated. Denote

the cross-spectral density Cbz(w) Gz(s) I‘;l - CI)O(QJ)
between the ith and kth inputs L‘

) i
as @;,(w). Defining Gp{jw) as i :

the complex conjugate of Gy (jw), By (w) Gy(s) l
yields the following equation

for the output spectrum: Figure 18. Multiple-Input System
N N *
olw) = 2. 1;21 Gy { Jo0) Gy ( Jo) @3 3¢ () (9)
i=1 =

When the N inputs are uncorrelasted, Eq 9 reduces to:

N

o (w) = k2=21 |Gy (500} |2 @y (w) (10)

If the inputs are summed prior to entering a single transfer block, Fig. 18

becames that given in Fig. 19:

D (w) Pylw)  ~o----- Py lw)

£ £ ------- G | (s) F—= Pplw)

Figure 19. Summetion of Random Inputs
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In this case Eg 10 simplifies to

N
0w = |G1(J'w)|2k21 ) (11)

Several useful properties of Gaussian random process originally
presented by Hice in Ref'. 37 are presented in Table II. Table entries
are given in terms of both the autocorrelation function evalusmted at

T =0, i.e., R(0), and the spectral density.
2. Probebilistlc Characteristics of Random Inputs

Most random command input dats are well approximated by the Gaussian
probability density function. This is evidenced by the data of this
report. With a single Gaussian random input and a linear transfer char-

acteristic (see Fig. 17), the output will also be Gaussian.

The probability distribution of an input which is the sum of more
than one random component can be chtained with the characteristic function
(Ref. 38). The characteristic function, cy(g), for a random variable,
y(t), is given by the Fourier transform of the probability density
function, i.e.,

opt) = [ p)e™ay (12)

-0

where p(y) is the probability density function of y(t). Now, the char-
acteristic function for the sum of the random compcnents is the product
of the component characteristic functions. Under sulitable conditions
this can be inverse-Fourier-transformed to obtain the probability dis-

tribution of the sum of components.

The probability distribution of the product or quotient of more than
one random variable can be obtained using the Mellin transform (Ref. 39).
For one-gided probability density functions [i.e., ply) =0, vy < 0] the

Mellin transform is defined as

0o

p(t) = J; ¥+ o(y) ay (13)
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TARIE II

PROPERTIES OF GAUSSIAN INPUTS

[Note: R"(0) = (42/dr@)R(7) at T = 0; ete.]
PROPERTY AUTOCORRELATION SPECTRUM
Mean square R(0) 2 f o{w) dw
0
o0 ‘}/2
Axis 1/2 f P9 (w) aw
crossings 1 _R"(o) 1 0
per tle R(0) i o
second f &(w) dw
0
) 1/2
Maxime 1 _/; @ 0(w) da

per second

a1 [__ R""(0 ]1/2

RH‘ O)

2 w0 o
.[O a~o{w) dw

Positive axis
crossings of
yq per second

Also,
maxime > yy
when yq >> ¢

- R"(0)

~y5/2R(0) | ,1/2

R{0)

2 o co
e 1 o o o(w) dw

1/2

= j:: &(w) dw
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The transform, P3(§), of the product of two random variables, y, and yo,
is given by

P5(§') = P1(§)P2(§) (14)

The probabllity distribution of the product results from the inverse
transform of P5(§) using appropriate transform tables (e.g., Refs. L0 and
i1). The definition of Egq 13 can be extended te two-sided distributions.

3. Deterministic Inputs

Some command inputs have a signal waveform which is fully defined
in time. The Iaplace transform of these inputs (or an approximation
thereto) contains all the information about the input, and can be used

to study controller—vehicle response characteristics.

A good example of a deterministic input is the overflight Interference
in the localizer signal discussed in Appendix B. The actual waveform
could be approximated by a series of ramps or perhaps a decaying sinuscid
to permit laplace transformation. Other examples are pilot-generated

impulses, steps, and ramps frequently used during maneuvering flight.

Extensive tables of laplace transforms are given in Refs. 40 and 42.
A compilation of dynemle performance criteria for deterministic inputs

is given in Ref. 3k.
C. APPROXIMATION OF RANDOM INPUT BY SUM OF SINUSOIDS

It 1s frequently advantageous to gpproximate a random input by & more
useful deterministic form. One powerful apprcach is to use a sum of
sinusoids with random phase which is randém-appearing and equivalent in
some way. A sum of sinusoids can be made arbitrarily equivalent to a

finite sample of random date as measured by the following factors:

1. Effective number of degrees of freedom
2. Mean and mean-squared amplitudes
3. Shape of the probability density function

The approximation will not be equivalent to the random sample in terms

of higher order moments of the probability distribution.
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The sum of sinusoids for real, positive frequencies can take the form

N
y(t) = k):o Ay cos (aypt + @) (15)

Equation 15 approaches a Gaussian distribution for uniformly distributed
Py, honcommensurate ay, and erbitrary A, if the number of terms is suffi-
clently large. The convergence is more rapid if the A, are of the same

amplitude.

The autocorrelation function for y(t) is obtained by substituting
Eq 15 into Eq 3 and performing the indicated manipulations.

N

R(t) = 3, %g COB Uy T (16)
k=0

The spectral density is the most useful form in the approximation process.

It is obtained by substituting Eq 16 into Eq 5 and integrating, i.e.,

N AE
olw) = ) E% &(w ~ ay) (17
k=0

It is defined only over positive frequencles according to Eq 5. The
spectral density is seen to be discrete, composed of Dirac delta functions

at the frequencies of the sinuscidal components in y(t).

The approximation or "fitting" process is felatively straightfor-
ward. Consider the typlcal data spectrum of Fig. 20. Amplitudes, Ay

D (w)

w

Figure 20. Typical Spectrum
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and frequency separation, A = Wyep1 — U, of the component sinusoids
must be determined. For data having a finlte run length, T, there is
some minimum frequency, w,, below which the spectrum is undefined, i.e.,

Wy, = 2nfy = &x (18)

T
This minimum frequency defines the minimum frequency separation between

components, i.e.,

My = Uy (19)

Integer multiples of this freguency separation can be used (Am = 2nn/T,
n > 2). Noninteger multiples can be used, but frequency separations of

the order given in Eq 20,

2n +
Ny = ﬂné:[l—B) H n — O, ‘], 2, “ s (20)
should be avoided, at least for n < 4. This will ensure that the cross-

correlation between any two components is zero.

The emplitude, Ai/ﬁ, of the delta function at ay is proportiomal to
the power in the spectral strip with width Aw (gee Fig. 20). The final
scaling is accomplished to meke the integral of the spectral comb equal
to that of the data spectrum. If unequal widths are used (e.g., equal
intervals on a log scale might be used), then the amplitudes will have
to be adjusted inversely with the widths to preserve the power in the
strips. Care should be teken to place components at spectral pesks.
Components in the attenuated region of Fig. 20 at higher frequency have
little effect, and may be deleted above a certain frequency.

The resultant "fit" should have enough components to be reasonably
Gaussian. A minimum of five to eight sinusoids of roughly equal ampli-
tude is adequate in practice. More are required if the amplitudes are
nonequal. The component frequencies should be checked to insure that

they are nonharmonic.



Adventages of this approximation technique include the ability to

1. Approximate any power spectrasl density

2. Xnow the mean and mean-squared amplitudes
5. Control the degree of apparent randomness
N

Obtain "exact" answers with only one run and in =
computable minimum run length (finite time)

5. Have each frequency component of a random time
functlon in a form suitable for separate use

6. Perform the analog or digital simulation of a
random process, without using a noise generator

Disadvantages are that
1. Higher order probability distributions are not
Gaussian

2. The maximum possible amplitude is fixed by the sum
of the amplitudes of the components

3. The data should be in power spectral density form,
which may require data reduction

I, Relative attenuation of any of the component sinu-
soids due to filtering will tend to make the
resultant signal less Gaussian
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BECTION VI
RECOMMENDATIONE

A. GENERAL

1. Preferred Date Forms

The most useful descriptors of random inputs are the power spectral
density and the probability distribution. Conditions and techniques
used in the dats collection and reduction are essentlal to a proper
evaluation. These might include, for example, run length, degrees of
freedom, sampling interval, and adequate definition of the mathematical
relations (see Ref. 43)., Peak amplitude over s finite time is another
useful statistic.

Deterministic inputs are fully defined by thelr waveform. The
expected value and range of varistion in key parameters are useful.
Exomples include possible perturbations in amplitude, duration, periocd,

and envelope of the input signal.
2. Distribution

Currently, the only way to distribute and interchange data between
sources and flight control designers 1s through publication by the
originator. A concurrent effort under this contract is studying the
problem of flight control data interchange, but implementation is not
currently contemplated. The need for the data is apparent. The solu-
tion for the immediate future remains publication (preferably unclassi-
fied) by the originstor, with bibliographic "descriptors" indicative of
the data content.

B. AREAS OF DATA NEED

Certain data included in this report are either incomplete or not
in s readily usable format. As a result, acquisition of the following
data might be appropriste {not necessarily in order of importance):
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1. IIS glide path spectral densities and probability
distributions over the relatively stationary regions.

2. More ILS directional localizer spectral densities.
The three currently avallable may not be representa-
tive of those in widespread use.

5. More pilot remmant data. Reduction of existing
remmant data would complete the picture in this
vital area.

4, More sutematic landing system angle noise data.
Representative results for systems in current use
are needed.

Command input date should also be gvailable for design of flight
control systems in the areas of

1. Low altitude radio altimetry, particularly during
landing or terrain following
Booster control

Ajr-to-air gunnery
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AFPENDIX A
ANALYSIS OF ILS LOCALIZER POWER SPECTRAL DENBITY DATA

Irregularities occur in the ILS locallzer course structure due to
reflections from both the terrain and physical structures along the
approach path. Thus, if an aircraft were to follow the ILS receiver
output signal with zerc error, it would still exhibit lateral excur-
sions about the projected runway centerline. The nature of these
course line irregularities as a noise component in the FCS command

input is the subject of this appendix.
BASIC DATA

The bagsic data were obtained by the FAA and were published by Bendix
in Ref. 9. The course line structure was obtained from the outer marker
to the runway threshold for 24 localizer facilities throughout the U. S.
The data-generation procedure consisted of flying the localizer and
recording the recelver output signal on board the aircraft, as well as
the deviation of the aircraft about the extended centerline with a theod-
olite. The received errors and the inertial path of the aircraft from
the theodeclite were then combined to obtain the course line structure.

The result is one record for each facility giving the deviation in micro-
amperes of the transmitted course about the ideal course along the center-
line. The records are for one run and do not represent averages. The
aircraft tracking accuracy was on the order of +2.5 ft, and the thecdolite
sampling interval was approximately 1 sec (Ref. 9 ). The receiver output

was recorded continuocusly.

Ll

The on-board measurements abpear to have been made at the output of
a standard localizer receiver (Ref. 9). The receiver output is low-pass
filtered with s time constant of approximately 0.5 sec (Ref. 8 ). Thus,
the true course noise will be attenuated in the data above a frequency
of 2 rad/sec.

Twelve of the 24 localizer facilities were analyzed in detail in

Ref. 9, and the theodolite-corrected course line deviations are presented
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in Fig. 21 . These twelve were selected because statistical analysis
showed that each was sufficiently self-stationary to be considered a
finite sample of a corresponding stationary random process. This
stationarity premise is essential to subsequent analyses. Tests of
normality were also made and the records were found to be Gaussian.
This is demonstrated in the histograms of Fig. 22 . The DC biases evi-
dent in Fig. 22 are relatively unimportant, since they can be removed
by adjusting the transmitter. It is the wmriance about the mean that

causes a noisy signadl.
BERDIX EP ANALYSIS

The objective of the data analysis in Ref. 9 was to correlate
lateral dispersions of a test aireraft in flight and localizer spectral
parameters. If successful, this would allow use of the spectrum a5 an
acceptability criterion. This objective was not reached completely;
however, the derived localizer spectra represent a useful by-product of
the study.

The derivation of power spectra from the recordings of Fig. 21 is
detailed in Refs. 12 and 44. The deviations as a function of distance
in Fig. 21 become time histories for a given aireraft velocity. The
data reduction procedure for these time histories is summarized in the
block diagram of Fig. 23 adapted from Ref. 12. The finite time run
was recorded on a continuous loop as shown in Fig. 25. The spectral
results were obtained by bandpass filtering. The means, mean squares,

and frequency functions were obtalined also.

The "spectra" in Ref. 9 are plots of power (microamps squared)
versus frequency, not power density (microamps squared per cps). Thus,
the integral of a Ref'. QO spectrum dees not yield the corresponding mean
square. Conseguently, the data were reanslyzed to obtain spectral

densities for analytical use a8 an FCS command input.
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REANALYSIS OF DATA

The means and mean squares (or variances) were checked against the
Fig. 21 data for all twelve localizer facilities. Discrepancies occurred
in two cases [Miami and Atlantic City (NAFEC)] and new values of the mean
and variance were computed for these facilities from the course deviation
records. 'These were used in subsequent derivation of the power spectral

dengities.

COMPUTATION OF SPECTRAL DENSITY

The "power spectras"” of Ref. 9 do not have the power spectral density
form. In effect, they have not been divided by the effective filter
bandwidth of Fig. 22. The fllter bandwidth is not available at this tine,
50 the correction cammot be applied directly. However, it was the same
at all frequencies (Ref. 45), so the power plots of Ref. QO have the same
shape in amplitude as the desired spectral density. In this case, knowl-
edge of the variance, 02, can be used to adjust the ordinates and obtain

the spectral densities of Figs. 24 and 25.

The conversion to density form is accomplished by computing the
effective filter bandwidth, Aw, for each facility knowing the 02 and the
measured area (integral) of the power plots of Ref. 9. The Ref. 9 plots
have power, P(f), in microamperes squared versus freguency, f, in cycles
per second. letting Af be the effective filter bandwidth in cycles per

second, the power spectral density is defined as

o(r) = Hﬂ (21)

Af

In terms of frequency, o, in radians per second this is equivalently

Plw)
o(w) = 5 (22)
In terms of the spectral density, ®{f), the mean square or variance is
5]
g2 = 2f o(f) af (23)
0
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It is desired to find Aw = 2aAf. Substituting Egq 21 into Eq 23 yields

[=2]
0'2 = 2[ Hﬂ af
o Of

of B o )

Recognizing that fw is a constant (for any one facility), Eq 24 becomes

0@ = z—’;_[)P(f)df (25)
Solving Eq 25 for Aum,
r = l‘_gf p(£) af (26)
o= Jo

The variances, 02, are given in Ref. 9. The integration in Eq 26 was
accomplished graphically by replotting the power plots of Ref. 9 on linear
scales. The computation of 4w using Eq 26 is summarized in Table ITI.

Ideally, the Aw values in Table III would be the same. Variations
are probably due to several reasons. There is uncertainty in g2 when the
average deviation (DC bias) is large and o€ is small. Some facilities
had significant power at very low frequencies, resulting in inaccuracies
in the integral of P{f)df. The noise level in the recordings and reduc-
tion at high frequency is not known, and may bias the integration of
P(f) &f at high frequencies.

SPECTRAL DENSITY REBULTS

The power plots of Ref. 12 were converted to spectrasl densities using
Eq 22 and the results of Table ITI. These spectral densities satisfy
the relation

2=2°°(I>cndm 27
; L() (27)
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TABIE IIX

COMPUTATION OF SPECTRAL DENSITY

— j;; P(f) af o2 Ny = g%j: p(f) ar
(paR—cps) (na?) (rad/sec)
Fort Worth....ouveeunennn 0.0684 26.0 0.0332
DetTOite s rerenrnennanns 0.0607 42.3 0.0180
Baltimor€. .veoeeerrueoaas 0.106 22.1 0.0603
San Francisco...vv.even. 0.226 62.0 0.0458
Atlantic City (NAFEQ)... 0.0186 13.4% 0.017h
DUIUthe s e svnanenennesss 0.020 3.6 0.0695
MIME e e errveerenrennnnns 0.202 4o.0* 0.063%5
Chicago (O'Hare)........ 0.0677 335.7 0.0252
DB1lAS . veerransassssues 0.0650 29.0 0.0282
New York (Idlewild)..... 0.0628 22.0 0.0358
St. TOUIB.«virvunronnras 0.1214 48.0 0.0318
Birmingham. .. oo euesorons 0.1802 43,0 0.0527

*Corrected value derived from course record , Flg. 21
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Nine of the facilities employed conventional localizer antenna arrays,
and their spectral densities are plotted in Fig. 24. Three of the

facilities used the directional localizer with a 117-ft slotted wave-
guide antenna. The resultant spectral densities are given in Fig. 25.
The ordinates in Figs. 24 and 25 are given in power db, obtained by =a

10 log10 conversion.

Plots of the average spectral densities for both the conventional
and directional loecglizers are given in Section II-B of the report.
One-sigma, to, limits due to interfacility variation are given for the
conventional localizers, and the range is given for the directional

localizers.

ERROR DISCUSBION

Another potential source cof error in the spectral densities is due
to the decregsed number of degrees of freedom in finite run length dsta.
For a given run length (in time) there is a frequency below which the

data have little meaning because of truncation errors.

Typical run lengths appear to be about 100 sec, based on Fig. 21 and
a nominal approasch speed. If the tape loops of Fig. 23 had been processed
once in real time, only a few degrees of freedom would have resulted.
However, each tape loop was scanned over a period of several hours

(Ref. 45) to obtain = more satisfactory number of degrees of freedom.
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APPENDIX B
ANALYBIS OF IOCALIZER OVERFLIGHT INTERFERENCE DATA

Disturbance deviations or interference in the localizer receiver
gignal may occur when another aircraft is above and ahead of the landing
airceraft. The interference may become significant during the last 10 to
20 sec before touchdown when the landing aircraft is below the beam,

while the overflying eircraft is in a relatively strong signal region.

DATA SQURCES

Two studies have resulted in overflight interference data. Results
of a theoretical study by RAE-Bedford are given in Ref. 46 for a con-
ventional ILS localizer. The FAA conducted an experimental program
reported in Refs. 8 and 10 with a directional (117-ft slotted waveguide)
I1S localizer. Further analysis of the FAA data accomplished by Bendix
Corporation is reported in Ref. 11. The FAA dats are reported herein
because the data and analyses of Refs. 8, 10, and 11 are more extensive,
and because they refer to the more toplcal directional localizer. The
results of Ref. 46 differ somewhat from those of the FAA study, primarily

because of the difference in the antennas.
INTERFERENCE VOLUME

An interference volume is defined above the approach and landing area
as that region within which the presence of an overflying aircraif't can
cause interference at the landing sircraft. Interference is defined in
Ref. 10 (for example) as a disturbance deviation which has s peak ampli-
tude in excess of 10 pa, has a principal frequency content of less than
1 cps, and hae a duration in excess of 0.5 sec. A typical interference
volume based on this criterion is sketched in Fig. 26, adapted from

Fig. 5 of Ref. 11.

Several parameters define the boundaries of the volume for any given

interference situation. Principal among these are (from Ref. 10):
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1. The interference or disturbance devistion criterion

2. Relative positions of the interfering and landing
alreraft

3. Velocities of the two aircraft
Reflective cross section of the interfering airecraft

Antenns bheam structure

It is obvious that definitive results camnot be presented for all real-
istic combinations of these variables. Consequently, the data available
and those which are presented herein cnly define some of the important
limiting cases, and tend to suggest typical interference characteristics

(amplitude, frequency content, and duration).
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DEVIATION AMPLITUDE

The bulk of the overflight interference data consists of deviation
amplitudes (in microamperes) of the localizer receiver output signal.
The lecealizer receiver output filter has a time comstant of about
0.5 sec (Refs. 8 and 10), so the higher frequency content of all the
succeeding interference data is suppressed. The amplitudes are gilven
as a function of interfering aircraft position and velocilty within the
interference volume. The reflective cross section and beam structure
are assumed constant, and the landing aireraft receiver is at low alti-

tude near the runway threshold.
FLIGHT PATHS PERPENDICULAR TO RUNWAY CENTERLINE

Amplitude deviations due to interfering aircraft flight paths
perpendicular to the runway at various distances from the transmitting

localizer antenna are given in Ref. 10. The paths are shown in Fig. 27.

S f i

1,000’ 9,000’ —{ 900’ l—-—

\\_ , \
Receiver Runway

8 9 10 1 12 13
(Track Number)

Localizer

Figure 27. Paths of Overflying Aircraft (Fig. 4, Ref. 10)

The tests were static in nature, and the receiver antenna was fixed at a
height of 10 ft as shown. The interference flight paths were flown with
a DC-3% at an altitude of 2000 ft and a speed of 150 knots. The envelope
of amplitude deviations is given in Fig. 28 as a function of aircraft
azimuth from the receiver. As noted, the receiver output is filtered

(T £ 0.5 sec) so only the low frequency envelope is presented in Fig. 28.
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Note: Receiver antenna height = 10!
Overtlying aircraft height = 2,000 ft

Deviation (ua)

Track 9 100 -
Track 12
Track 13 Track 10
50
Track 8 Track (I
] i | |
10 5 o) 5 10

Azimuth (deg)

Figure 28. Amplitude Deviation Envelopes
for Perpendicular Flight Paths (Fig. 6, Ref. 10)

FLIGHT PATES ALONG THE RUNWAY CENTERLINE

The effect of interference flight paths along the runway centerline
was Investigated also in Ref. 10. The recelver antenns was set at heights
of 10, 20, and 30 ft at the same position shown in Fig. 27. Flights
were made slong the runway centerline with a DC-3 gt three altitudes.

The peak deviations during the flights for the different antenna heights
were recorded, and these are plotted in Fig. 29. The sharp reduction

in disturbance deviation amplitude with increasing antenns height is
readily seen. ©Since the height of the antenna on transport aircraft in
the horizontal ground position is in the range of 20 to 30 £t (Ref. 8),

the larger deviations may be unrealizable in practice.

The variation of maximum deviation with interfering aircraft altitude
is shown in Fig. 30. The flight paths were along the runway centerline.
The receiver antenna was fixed at a height of 10 £t at the position showm
in Fig. 27 . The peaking effect near an altitude of 4500 ft seen in the
Fig. 29 data is shown in Fig. 30 alsoc. As noted shove, an antenns height
of only 10 ft may be unrealistically low, even for an sircraft that is on

the runway.
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Figure 29. Maximum Deviatlions for Centerline Flight Paths
(Fig. 9, Ref. 10)

120

’§L|oo o

- (o] Antenna height = |0 ft

S 80

o

& 60 \

E 40

E

>

S 20 o
o o -o-..o. ~ @ 0 0
O 2 4 6 8 10 12 K4 16 18 20

Interfering Aircraft Altitude (I000s of ft)

Figure 30. Maximum Deviation Versus Altitude
(Fig. 10, Ref. 10)
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The largest disturbance deviations are probably caused by an aircraft
Tlying over the localizer at takeoff altitudes at the same time the land-
ing aircraft is at the runway threshold (Ref. 10). A good example of the
amplitude and duration of this type of interference is given by Run 2 of
Test 5, Ref. 10, shown in Fig. 31 . The data in Fig. 31 were recorded

at the recelver output of the landing aireraft under dynamic conditions.

Eﬁtﬁ% e

) UV S SN S S S O OO T S S O A ‘; - . L. +— AT 8000 FT.”
o : [va i ‘—T-Hfﬁ—f,_wp&qgmc._ﬁ,
=t = B e secazamimmkh e B
1 - DGC-3 100 FT. OVER LOC i - Y Ty Ay s
—DC-3 STARTED ROLLING— 1 1 B S iy P S S S
Ft—DC-3 STARTED ROLLING —t It 3—4— 1yin.peecH AT THRESHOLD I Lrpot=t 4o - {—F it
~ letsec Time (sec) ——

Figure 31. Deviation Due toc Takeoff Over Antenna
(Fig. 19, Ref. 10)

In Fig. 31 the DC-3 was at an altitude of 100 ft over the directionsl
localizer when the landing aircraft was less than 50 ft gbove the runway
at the threshold. Other data in Ref. 10 show that the perturbations are
significantly smaller when the takeoff aircraft and landing airecraft are
higher. Air traffic control procedures should prevent the occurrence of
this particular interference situation under normal conditions because

of its known severity.
IDEALIZATION OF OVERFLIGHT DISTURBANCES

Signal deviations due to overflying aircraft are deterministic wave-
forms of short duration. This is in sharp contrast to the majority of
FCS command inputs {either intentiomal or undesired) which persist for
relatively long periods and can frequently be approximated as a sample
of a statlonary random process. Consequently, spectral techniques are
not applicable and deterministic descriptors should be used for analytic

or simulation studies.

An extensive series of analog studies are reported in Ref. 11. The

similated interference 1lnputs to the FCS used in these studies are both
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pertinent and realistic because they are based on a considerable

familiarity with the FAA date summarized in Refs. 8 and 10.

The frequency content of the receiver output was assumed to vary
linearly with duration, T, as shown in Fig. 32 (adapted from Fig. 25 of
Ref. 11). Durations, T, from 5 to 40 sec were simulated; however, values

around 5 sec appear to be the most representative (Ref. 8).

Frequency (cps)
o
|

Y

-~

T/2
Time (sec)

Figure 32 . Idealized Disturbance Frequency Variation

The envelope of amplitude deviations was assumed to vary with frequency
as shown in Fig. 33 (adapted from Fig. 25 of Ref. 11).

[
=

Amplitude Envelope (pa)

tp
Frequency (cps)

Figure 33. Idealized Deviation Amplitude Envelope

The peak amplitude occurred at fp =1 cps, and the amplitude at 10 cps
was about 4 percent of peak. Peak deviation, €p, can be estimated from

Figs. 28 through 31. The equation of the envelope as a funection of
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frequency, f, was assumed to be

2
Kf

2 + ;f.‘%

The complete disturbasnce at the receiver output (filtered, with
T = 0.5) had the form of Fig. 34 (from Fig. 25 of Ref. 11). Since
frequency and time are linearly related by Fig. 32, the time history has
the same waveform. Only the center portion of Fig. 3% is of low enough

frequency to significantly disturb the aircraft. Typical examples of

o

Amplitude (pa)

IR T il B i ﬁi
i e | B B AR

=

Frequency (cps)

Figure 34. Idealized Deviation Signal

these "low frequency" deterministic waveforms are given in Fig. 35

(taken from Fig. 26 of Ref. 11). As noted in Ref. 11, (a) and (b) have
a nonzero average value and may represent a more serious type of devia-
tion than (e¢). The waveforms of Fig. 35, properly scaled, represent

the overflight disturbance as an FC5 command input to be modeled analyti-
cally or simulated, as the case may be.

p.a p.a
|

(a) (b) (c)

Figure 35. Typical Low Freguency Waveforms
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AFPPENDIX C

NOTS COURSE 10 PROFILE
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APPENDIX D
ANALYBIS OF TERRAIN SPECTRAL DENSITY DATA

The principal component in the command input during terrain following
derives from the terrain itself. The most useful terrain descriptors are
those resulting from its characterization as a finite sample of a station-
ary random process. The terrain following sensor—processor package
normally produces a flight path angle command, 7., to the flight control
system. BSpectral densities of 7, due to the random terrain input can be
obtained as a function of aircraft velocity. Representative examples of
these are derived for use in performance assessment during flight control

system preliminary design.

The materisl in this appendix is based only on unclassified results
of Cornell Aercnautical Iaboratory studies. This permits wider access
and ease of use, but does not limit the accuracy of the material presented
herein or its general utility in FCS preliminary design. The classified
literature generally relates to techniques and the performance of specific
systems, not the basic terrain data. A definitive summary of classified
material related to the description of the PCS command input is provided
by Refs. 47 —51.

A technique has been developed (Ref. 49} to compute the ideal flight
path angle to be flown over a given terrain to optimize the clearance.
The resultant flight path is called the "idesl profile."” It is a fune-
tion of the positive and negative load factor limits and the aircraft
velocity. Since it defines the ideal or optimum command input, the char-

acteristics of the ideal profile are highly pertinent.

If the actual terrain approximates a stationary random processg, so
will the ideal profile, because it represents the filtered terrain.
Controversy exists ag to the degree of Gaussianness present in actual
terrain because of its "cuspy" nature (i.e., the valleys are rounded and

the hills are peaked). Computation of the ideal profile eliminates the

cusps, and the resultant flight path angle command is moxre nearly Gaussian.
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A representatlve segument of well-known terrain obtained by CAL in
Southern Pennsylvania {6201 data) is presented in Fig. 36 (unclassi-
fied excerpt from Ref. 49). The ideal profiles are given at three Mach
numbers, for zero offset, and with accelerstion limits of +ig and —0.5g.
The terrain is mederstely rough. Reduction of the cuspiness in the

ideal profile is evident.

The power distribution of 7. for several ideal profile trajectories
above the 6201 terrain are presented in Fig. 37 (unclassified excerpt
from Ref. 49). Similar results are given in Fig. 38 (Ref. 52) for
Rocky Mountain terrain (9998 data) ideal profiles. The acceleration
limits for both the 6201 and the 9998 profiles were +1g and —0.5g. The
9998 data have more power at both high and low freguencies. The mid-
frequency power is about the same. At very low speeds the distribution

of the ideal profile would approach that of the actual terrain.

Power spectral densities of the actual terrain profiles are presented
in Ref. 48 for both the 6201 and the 9998 dats. These data are quite
useful in assessing the performance of a given terrain sensor—processor
package. It provides a basis, also, for deriving the command input, 7.,
under other normal acceleratiocn conditions or at an arbitrary aircraft

velocity.

The power distributions of the ideal profiles in Figs. 37 and 38
have been converted to power spectral density form. This was accomplished
by dividing by the frequency in accordance with Ref. 52. The 7, command
input spectral densities are presented in Figs. 39 and 40 for the 6201
and 9998 ideal profiles, respectively. The amplitudes are given in
power db (10 logyg), and an equivalent white noise shaping filter (ampli-
tude ratio 20 logyp) can be "fit" directly. All the spectra can be
characterized by a well-damped second-order shaping filter having the
form of Eq 28.

K

32+2§ms + af

a{s) = (28)

Porameters of the fitted shaping filters are given in Table V.
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TARLE V

FILTER PARAMETERS FOR IDEAY, PROFILE SPECTRAL DENSITIES

0.6 Mach 0.75 Mach 0.9 Mach
Terrain

K 4 » K £ w K ¢ w

6201 0.588 | 0.5 | 0.34% |0.615 | 0.6 | 0.37 |[o.777 | 0.7 | 0.43

9998 7.05 1.0 | 0.29 | 0.868 | 1.0 { 0.27 [0.669 | 1.0 | 0.25
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