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ABSTRACT

The acquigition function of & spacecraft attitude control system
consiste of properly orlenting the vehicle with respect to specified
reference directions starting from large initial attlitude and rate
errorse. The resulting control system design problem was examined by
eetablishing sultable mathematical representations, comparing compet-
ing control concepts, developing a practicel cptimization approach,
and evaluating a new technique for applying Lyapunov stability theory
to the acquisition problem.

All potentielly practical kinematic representation for specify-
ing rigid body attitude are presented and compared. The bases for
comparison are with respect to their applicability for analytic studies
and simulation studies. In each cese the eape of visualization and
interpretation, simplicity of system representation, order of the re-
pregentation, as well as the basic characteristics of the representa-
tions themselves are considered.

An analytic study which proves complete stability of a particular
acquisition system is presented. The effects of modifications in thia
ideal analytic model are gquantitatively evaluated. Included are control
torque saturation, attitude error sensor saturation and simplified
schemeg for providing satellite body rate information. All effects
are evaluated for both direction cosine attitude sensors and Buler
angle attitude sensors.

Algorithmg for parametric optimization of acquieition systems
are developed and compared. A practical approach to optimal design
of the high order nonlinear acguisition systeme with many degrees of
parametric freedom is presented. A particular acquisition system is
optimized with varying degrees of parametric freedom and variocus per-
formance criteria. Minimum acquisition time with fuel constraint, minimum
fuel with an acquipition time constraint, and minimum allowable control
torque level within a specified acquisition time are considered.

A new and potentlally useful approach of stabllity of acgqulsition
systems based on Lyapunov stability theory is developed. A digital
computer algorithm for proving the sign definiteness of a function over
a bounded region of state space is described. A unified approach to
stability studies 1s given and the developed technique 1s demonstrated.
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SECTION I

INTRODUCTION

The primary objective of this study was the investigation of
analytical and computational design procedures for automatic control
systems used for properly orienting satellites (spacecraft) with
respect to specified reference directions starting from unknown
initial conditions on vehicle attitude and tumbling rates. Thise
flight control problem is commonly called the "acquisition" problem.
Although the applications of the analytic and simulation techniques
developed during the course of this study are directed to the
acquigition problem, they are generally applicable to any nonlinear
control system problem. Msjor emphasis of the study was the develop-
ment of "practical" or "potentially practical" techniques for the
analysis and deeign of these and other high order nonlinear control
systems.

1.1 8Statement of the Problem

The "acquisition"function of a spacecraft attitude contrel system
consists of properly orienting the spacecraft with respect to specified
(stationary or time-varying) reference directions starting from unknown
initial conditions on the spacecraft attitude and bounded, but otherwise
arbitrary, tunbling rates. The acquisition problem ie the task of
formutating performance and stability criteria, establishing concepts
of operation, synthesizing contrecl laws and instrumentation (compatible
with the normal mode attitude stabilization) for an automatic control
syssem to perform the acquisition functions.

In several respects, the conceptual and analyticel aspects of the
acquisition design problem are among the most difficult and least
understood in the attitude control field. In general, small angle
approximations are not valid and dynamical cross~coupling terms are



not negligible. Generally, therefore, control action cannot be
applied about one control axis independently of the vehicle motion
about the others. Also, performance and stability eriteria for
acquisition have not been adequately defined. Perhaps the most
critical problem is that design concepts as well as detailed proce-
dures for many acquisition situations have not been adequately
formulated. One of the critical features of acquisition is to
evaluate the effects of saturating behavior of actuators, sensors,
ete.

Analytic technliques for investigation of the mcquisition prcblem
must provide cepability of including the effects of these control
system imperfections. "Ildealized" analytic models provide only
qualitative information in relation to the highly complex nature of
readily implemented physical systems. Numerous important performance
constraints must be considered. Among these are the time to achieve
& sultable equilibrium, the amount of energy expended in the acqui-
sition process, the attitude error sensor characteristics includ@ng
saturations and regions of no signal output, mission constraints
such as eclipse, control torgue source limitations with respect to
amplitude and operating characteristics, the degree of control system
complexity in relation to weight, power, end reliability of the
acquisition system, the interrelation of the acquisition system to
the "normal mode" (near equilibrium) control system and others.

Because of the complex nonlinear character of the ascquisition
problem, relatively sophisticated mathematical and computational
tools are reguired to arrive at reasonsble solutions for the design
problems. Even the mathematical formulation of the dynamical aspects
of the spacecraft motion is complex. Results of numerical investi-
gation of specific acquisition design problems cannot be generalized
to a reasonably large class of similar problems. Instead, it seems



likely that numerical lnvestigations of reasonable Quration will be
valuable only after an analytical framework for the acquisition

problen hag been constructed.

The two basic considerations attending the acguisition require-
ments are Stability and Optimality. The latter assures the first
only for the general "closed loop" optimal control, a result not
attainable in a general form within the scope of the present study.
Therefore, it is important to aeek practical solutions to the
stability problem which include all basic system nonlinearities.
Concurrently, a suitable quasi-optimum form of control, which
satisfies the basic performance constraints but 1s at the same
time practically implemented, was a reasonable goal.

1.2 Discussion of the Problem

The first operation of the satellite attitude control system
after it is activated will be to orient and stabilize the vehicle
with respect to specified reference directions starting from parti-
culer sete of initial conditions. At other times during the satellite
lifetime, a repetition of the act of acquiring a proper attitude
starting from unfavorable initial conditions may be necessary. For

example, loss of reference can occur due to occulting of the vehicle
sensors by nearby bodies or from temporary power outage. In these
cases, however, the bounded rates are usually less than during "initial
acquigition”. §Stabilization modes initiating from these arbitrary
attitudes but small initial rates are often referred to as
"rescquisition™. In this study all such requirements are considered

as subproblems of the general acquisition problem.

Analytic complexities arise because sensors and actuators suit-
able for normal operation in attitude control are subject to saturating
behavior during acquisition. It is usually desirable to utilize the



same equipment for both operational modes because of weight, cost,
and reliabllity considerations. These additional constraints - more
rhilosophical than analytical - further complicate the acquisition

problem.

Certeln approaches such as Lyapunov stability criteria and
Dynamic Programming have been used to obtain preliminary results on
this problem | 1 .* It appears that these techniques cannot be easily
extended to more realistic acquisition problems. This is because of
the apparently nerplexing computational problems involved in the
Dynamic Programming approach for continuous time dynamic systems,
and the extreme cost of implementing thie approach. Additionally,
no unified approach to application of Lyapunov techniques to general

nonlinear control problems yet exists.

1.2.1 Acquisition Regquiremente and Design Problems

It has previously been indicated that the control concept for
an acquisition system is strongly dependent not only on the acquisi=~
tion phase requirements, but also on the overall mission requirements,
since such requirements to a great extent dictate the possible
sensing and control torque generation mechanisms to be used. In
discussing varicus acqulisition situations, it is desireble to relate
them to missions with their associated requirements and constraints.
The severzl acquisition situations can be classified by either the
dynamical and physical character of the reference frame with which
the vehicle coordinate axes must be aligned at the completion of
acquisition, and/or by the particular control mechanisms which are
available to force the vehicle into its final desired orientation

in space.

Dynamic Character of the Reference Frame: The reference frame defines
the 1deal orientation of the vehlcle as a function of time. If the
reference frame is inertially fixed, it is independent of time and

* Numbers in brackets refer to references of Seclion X.



the acquisition problem may be somewhat simplified. For orbiting
vehicles, however, the reference frame will in general be time
dependent; the neture of this dependence being determined by the
orbit characteristics and the vehicle orientation requirements.
Even in orbital situations, it may be poesible to neglect the
rotation of the reference frame if the acquisition can be accom-
plished in a relatively short period of time compared to the motion

of the reference frame.

Physical Character of the Reference Frame: The physical character of
the reference frame will, in genersl, determine the nature of sensing
devices (and to an extent the control torque mechanisms). For

inertial references, sensing devices such as star sensors, gyros,
and sun egensors may be utilized. For orbiting vehicles where one of
the vehicle axes may alwaye be required to point elong the local
vertical, devices such as horizon trackers may be more suitable.

The choice of the sensing device will strongly influence the perfor-
mance and design of the acquisition system.

Character of Control Torque Sources: BSince the design of an ettitude
control system for space vehicles is primarily based on the overall
mission requirements and constraints, the selection of the contrel
torque sources ls normelly accomplished prior to detailed acquisition
considerations. The acquisition system is, then, usually constrained
to use the same torque sources (as well as sensors) in order to
avoid penalties in the weight and the reliability of the control
system. Torque sources may be elther internal (omes which do not
chapge the total vehicle angular momentum, e.g., reaction wheels)

or external (those that do change the total angular momentum). In
addition, the external torque sources may either be natural {such as
gravity gradient, or BEarth's megnetic field) or vehicle-generated
{such as those obtained by mass expulsion systems). The major




difference in design in the latter situation arises from the fact
that the control system designer has much greater latitude in the
selection and the specification of vehicle-generated torque sources.
The design of the systems utilizing natural ambient fields for torque
generstion is complicated by two factors:

(1) Limited design flexibility because of the uncertainties
and anamolies in the ambient fields, and/or because of
the influence of vehicle parameters (such as moments of
inertia, or the residual magnetism of the wehicle) on
the system design.

(2) Difficult design problems because of the natural dependence
of the ambient control torques on the vehicle orientation
itself, i.e., additional dynamical coupling.

It is important to investigate the acquisition design problems
associated with control systems utilizing ambient fields since they
offer, in meny cases, advantages of simplicity and light weight over
other control configurations. It is, of course, undesirable to
utilize different torgue sources for acquisition, when they are not
absolutely required, so that unnecessary weight and reliability
penalties may be avoided.

In Section II several acquisition situations, which utilize
various combinations of the above-mentioned torque sources and
reference frames, are discussed and some of the significant problems
are pointed out. These acquisition situations cover a variety of
design problems that can be encountered in the design of present and
future satellites. The examples given are selected as representative
of the problems that are being discussed and have been encountered
in the field of attitude control.



1.2.2 General Considerations

The acquisition system designer must formulate performsnce and
stability criteria, establish concepts of operation, and synthesize
control laws and instrumentation. Before the specific acquisition
gituations can be discussed, it is necessary to consider briefly the
selection of criteria and the Influence of initial conditions on the
system design.

Criteria and Constraints: The design criteria for space vehicle
attitude control systems are normally selected as system weight,
power requirements, and reliability. The objective of the design is
to minimize the first two and to maximize the last. The same basic
measures may be used for the acqulsition systems for most mission
requirements. Even though a general mathematical formulation of the
above-mentioned criteria does not appear femsible at present, certain

design approaches may achieve a near optimum acquisition system with
regpect to these criteria.

The totel control system weight is normally determined on the
basis of studieg of the normal system operation. Hence, weight
minimization in the acquisition case mey be interpreted as minimiza-
tion of the amount of special acquisition equipment (such as logic)
and minimization of the amount of propellant required for control
torgque generatlion during acquisition.

The minimum control system power is similarly defined, in the
acquisition case, as a minimum expenditure of stored energy during
the acquisition process, and is strongly related to the first
consideration (particularly since the propellant can also be consid-
ered as stored energy).



The maximum reliability In the acquisition case may be obtained
by adding a minimum of complex equipment to the normal control system
in order to achieve proper acquisition. This approach may not be
satisfaectory if the acquisition system performance places excessgive
demands on the normal control system operating characteristics. It
would be ineffective tn maximize the reliability of the acquisition
gystem if in so doing the reliability of the normal mode control

system was decreased.

A fourth criterion, minimum acquisition time, may be an important
consideration for certain missions. At least for scientific missions,
acquisition time can be considered as a constraint rether than s
performance criterion. That is, the acquisition process must be
completed within a specified time. For some tactical orbital operations
this may no longer be a valid approach and the important design
eriterion may become minimum time.

Major acguisition constraints are derived from the nonlinearities
in eensing and torque generating devices, particularly ssturation
characteristicq of these control system elements. An additional
important constraint (usially known) in the design process is the
maximum initisl tumbling rates from which the vehicle is to recover,
reorient, and stabilize.

Influence of Initlal Conditions: 8Since the dynamical character of the

satellite during acquisition is highly nonlinear, the system response
and hence the selection of system parameters for performence optimiza-
tion are strong functicns of initial conditions. As a result, the
problem of determining the optimum acgquisition approach iz a formid-
able one. Indeed, even being able to ascertain the proven stability
of the system over reascnable limits on initial conditions has not

been resolved except for particular cases.



1.3 8tudy Approach

The objectives of the present program of investigation are
threefold:

(1} Evolution and quantitative evaluation of competing means
of providing satellite acquisition control.

(2) Development and/or refinement of analysis techniques
applicable to the acquisition problem.

(3) Evaluation of the practical feasibility and benefits of
specific optimal acquisition schemes.

Useful fulfillment of these objJjectives requires establishment of
gpecific aremss of lnvestigation end a suitable set of ground rules.
Each of these is necessary to essure that one aspect of the problem
is not overly penetrated at the exclusion of other, perhaps equally
important, areas of investigation. For example, & priori decisions
relating the importance of reorientation (single axis) maneuvers to
the true acquisition problem must be made. Again, the acquisition
categorles to be investigated as well as the extent of investigation
need be considered at the outset. Basically the decision becomes
one of esteblishing the relative importance of investigation and
development of enalytic and simulation technigues applicable to
specific acquisition requirements as compared to detailed evaluation
of particular scquisition systems. The basic approach of this study
has been the development of analytic and simulation techniques.

1.3+1 Areas of Investigation
Four major areas of investigation were selected:

(1) Investigation of dynamics and kinemstics with major emphsasis
on the means of representation of rigid body attitude.



(2) quantitative comparison of various practical acquisition
systems with an aim toward establishing relative importance

of implementation constraints.

(3) Development and evaluation of parameter optimization schemes
suitable for practical application to realistic acguisition

systems and demonstration of their utility.

(h) Development and evaluation of computer aided analyses for
proving the stabllity of complex nonlinear systems over a

boundged region of possible initial conditions.,

These areas of investigation cover the basic problems associated with

practical analysis of acquisition systems.

A fundamental limitation of acquisition system analysis and
eimilation is the lack of a completely satisfactory means of formula-
ting the system kinematics. The general requirement for all-attitude
information coupled with the need and desire for simplicity of
representation and ease of interpretation presents a formidable
obgtacle. Therefore, as a starting point for further investigations
it wes lmportant to review all available representations in a quanti-
tative manner and thereby establish the basic characteristics of each.
The desire of low order representations in analytic hand analyses
mey grossly complicate the Tormulation for simulation studies.
Therefore, it may prove benefic;al to utilize different representa-
tions for different phases of investigation of the acquisition

problem.

Since no unified approsch to conceptusl development of acquisi-
tion systems exists, it appeared beneficial to quantitatively compare
various acquigition systems. In this case the goal was to establish
the lmplications of various implementation constraints. For example,

10



general conclusions relating the importance of saturation in

attitude sensors are not presently available. Also of importance are
the relative tradeoffs between linear type torque sources such as
may be avallable from a proportional gas Jet system and the more
practical bang-bang type operation. PFinally, the effects on system
rerformance of various schemes of sensing and computing satellite
body rates about control axes were to be considered. This type
investigation will provide not only quantitative evaluations of these
varioue considerations but will help to establish significant further
areas of investigation where important comparison studies can be
performed.

No rational approach to optimization of satellite acquisition
systems has yet been undertaken. To date most sgatellite control
system designs have been accomplished based on the more analytically
tractable small angle performance. Unfortunately this approach often
gives rise to undesirable complexities of logic and/or mode switching
to insure a "satisfactory” acquisition capability. Design based
primarily on small angle behavior may not provide scquisition behavior
which could be accomplished via a unified approach to the design of
both. Therefore, coptimization of the acquisition system while employ-
ing constraints which guarantee acceptable small angle behavior
represents a potentially useful approach. This is particularly true
when the basic torque sources used for acquisition and normal mode
control are different so that less influence of optimal design of one
is felt by the other. For example, a gas jet - reaction wheel system
may primarily utilize the gas system for acquisition and the reaction
wheel system for normal control, the only constraint being the ability
of the wheels to assume control of the system and the gas system being
able to provide momentum removal for the normal phase of operation.

In other missions the acquisition mode may predominate the system
objective such that its optimization becomes & prime design require-
ment. Along these lines, an immediately applicable approach to



optimization of acquisition systems can be of considerable practical
value. A major goal of the present study was the development,
evaluation and demonstration of utility of a practically implemented

optimization scheme.

The development of a practical approach to system optimization
does not necessarily guarantee system stebility. That this is so
will be more readily appreciated later. Therefore, in order to stand
on firm ground an independent evaluation of system stability would
be required. Imfortunately, for high order nonlinear systems no
entirely suitable approach exists. Therefore, it is desirable to
investigate potentially useful means for such anelysis. In partlcular,
since the acquisition problem (1) is characterized by bounded initial
conditions, (2) can be analytically represented in a straightforward
way, and (3) represents a physical process so that intuition becomes
an important factor, it appeared that techniques not generally
applicable to high order nonlinear control systems might be of

congiderable value here.

Although other areas of investigetion pertinent to the acquisition
problen are presented in this report, the four delineated and discussed
above constituted & majority of the effort.

1.3.2 Study Ground Rules

Por purposes of application of the developed analysis techniques
the study scope was limited. However, in no case are the basic
techniques themselves limited in applicstion to either more complex
acgulisition systems or for evaluation of most nonlinear systems.
The basic ground rules and thelr resulting limitation in scope can be
categorized with respect to:

(1) System mission and requirements

(2) System implementation

12



The established considerations in each of these areas and their
gignificance on the present study are of interest.

System Mission and Requirements: For purposes of presenting examples
of application of the developed optimization technique as well as
for the quantitative comparison of acquisition systems with respect
to implementation constraints the following ground rules were
established.

First, rotation about a single axis initiating from an essentially
zerc momentum gtate was not considered to be representative of the
acquisition problem and therefore was not studied. Reorientations of a
satellite fall into this category. The exclusion of this problem from
the present study should not ber construed as an attempt to minimize
its practical significance. 1Indeed, the reorientation of a satellite
can represent a major mode of operation. In addition, techniques
not readily applicable to the acquisition problem can be of great
advantage here. In particular, the Pontryagin Maximum Principle has
been successfully employed for such single axis - nominally second
order - systems| 2|.

Second, acquisition systems for spin stabilized wvehicles need
not be considered. Since a spin stablilized vehicle with a passive
wobble damper has a stable inertial orientation, all subsequent
maneuvers can be classified as reorientations of the spin axis to
some new inertial position.

Third, acquisition systems for gravity gradient stablilized
satellites need not be considered. In this case the acquisition
characteristics of the system are more a function of basic physical
phenomena than of the acquisition system design. Although some
tradeoffs exist, the time to acquire from an initial tumbling
condition is strongly dependent on the initial satellite momentum.
Once the satellite has entered a libration phase of operation, 1.e.,

13



the earth pointing axis no longer crosses the local horizontal

plane, some tradeoffs exist. 1In this case the tradeoffs are more

from the system approach viewpoint than from the parametric sensitivity
of a particular design.

Fourth, no serious attempt was made to invent new acquisition
approaches. Hence, acquisition systems utilizing megnetic torquing,
with or without reaction wheels, were not considered. Congsiderable
interest would attend such an acquisition system and some advanced
work is being performed in this area|3 |. Although the development
of new approaches wag not considered a primary effort in this study,
some interesting results pertaining to as yet uniried systems are

presented.

Fifth, two fundamental acquisition requirements can be estab-
lished: (a) one axis*, and (b) three axis. In the first case the
acquisition maneuver is to establish a desired attitude of one
satellite axis, reduce the final body rate about this axis to a
predetermined value, or zero as desired, and to reduce the remaining
body rates to zero or their 1limit cycle values. In the second case
all three satellite axes are established with g desired attitude
relative to the reference coordinate system and all body rates are
reduced to their minimum value. In general; the latter problem is
more difficult from hoth the analytic and simulation points of view.
The three axis problem can be reduced to the one axis problem by
considering a reorientation maneuver about the attitude controlled
axis after acquisition. Because of this consideration the acquisi-

tion systems considered for this study were of the one axis type.

*There is a profound difference between the "one axis" system
considered here and the "single axis" system discarded previously.
The change from “single axis" to "one axis" increases the study
complexity greatly whereas the change from "one axis" to "three axisg"
is more a straightforward extension.
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System Implementation: Several ground rules were established relative
to the form of implementation of the acquisition systems considered.

First, the primary momentum removal means utilized for quantita-
tive evaluation was msess expulsion, e.g. gas jets. For "high
performance" systems the required large torque levels can be easily
attained only with mass expulsion torquing. Additionally, use of
reaction wheels as the basic control torque requires an external
torque source vwhich becomes overly dependent on mission constraints
and vehicle configuration. The advantage of the gas jet assumption
is the ready applicability to a wide range of missions and satellite
configurations.

Becond, the attitude error sensing was assumed proporticnal to
appropriate direction cosines from the body to the reference attitude
direction. This constraint is satisfied by a majority of availsble and
proposed Earth and Sun sensors. The notable exception to this assump-
tion is the case of utilizing gimbal angle pickoffs for attitude error
measurement relative to an inertial-or-rotating-platform reference.

A special study of the effects of particular forms of acquisition
systems utilizing the gimbal angle pickoff approach was undertaken.

Third, satellite inertias were not considered as free parameters.
No defense of thie constraint is possible except that it was necessary,
within the present scope of study, to limit the degrees of parametric
freedom to reasonable bounds.

Although, in some casee, the established ground rules may appear
arbitrary, the essential study objective of evaluating approaches
rather thsn systems would Justify even more restriction. As will be
seen, the analytic approaches studied are not restricted by any of
these ground rules.

15



1.4 Contents of the Report

Section II considers in more detail the implications of various
acquisition mieslons with respect to desired final attitudes, momentum
removal sources and sensing requirements and capabilities. Many of the

above listed ground rules are readily Justified when this broad look
at the mcquisition problem is rritically reviewed.

Section IIT presenta an organized review and evaluation of the
dynemic and kinematic representation aspects of the acquisition problem.
The fundamentel limitations of the available kinematic representations
are qualitatively and quantitatively evaluated. The relative advantages
and disadvantages of these approaches for analysis, simulation, inter-

pretation and implementation are discussed.

Section IV presents the results of analytic Investigations of a
particular idealized acquisition system. The system is anslyzed
utilizing Lyapunov's Second Method and proven completely steble. The
system described in this section forms a base point for the studies
to follow.

Bection V evaluates the effects on system performance of less
ideal sensing and control from that available in the analytic study
of Bectlon IV. The implications on system performance of control
torque saturation, bang-bang control, sensor saturation, and less ideal
body rate information are evaluated in a quantitative manner.
Additionally, the effects of utilizing gimbal angles as the basic
attitude error sensor are evaluated for a variety of practically

implementable situations.

Section VI presents a practical unified approach to acquisition
system optimization. Several parametric cptimization schemes are
evaluated with respect to gpplication efficiency. Using the results
of Bection V & reasonable practical scquisition system is optimized

16



using the developed techniques. Optimization criteria of minimum time
{with fuel constraint), minimum fuel {with time constraint) and minimum
contrel capability within minimum time are evaluated.

Bection VII describes a potentially useful approach for analysis
of stability of high order nonlinear systems. A digital computer
algorithm is developed for augmenting stability studies via the Second
Method of Lyapunov.

Bection VIII discuseges the major conclugions for the analytic
studies presented in this report. '

Several appendices are included to supplement the material of
the main text. Appendix A presents an analytic study due to
R. Mortenson of & particular three axis acquisition system. The
sumary of this work is included since it is apparently unavailable
in the published literature and demonstrates several interesting
applications to acquisition system design. Appendices B, C and D
describe the simulation studies supporting the results of Bections V,
VI, and VII, respectively.
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SECTION II

MISGIONS AND SYSTEMS

Before embarliing on the detailed anaiytic deveiopments of the
study, it is useful to estahlish logical categories for Earth satellite
migsions and assoclated acqguisition systems. The mission may provide
important limitations concerning the type of stabilization system to
be employed. In some cases the choice may be easily established.
However, even if this occurs for the normal mode requirements it is
possible that the acquisition system to be employed will remain
relatively undefined. More generally a variety of possible approaches
to stabilization, both with respect to the normal operational mode
and acquisition, must be wrighed, one against the other, to establish

the "best" combined approach.

2.1 Mission Categories

Although numerous specific misslons can be reedily delineated,
for purposes of the present study, a more useful categorization is
with respect to the final desired acquisition reference system. Two
generalized categories exist:

(1) Systems with an inertial acquisition reference

(2) systems with a moving acquisition reference.

Within these categories the genersl missions of interest can be
classified. Flgure 2.1 delineates the potential missions wherein
the final desired attitude is with respect to an inertial reference.
Shown are some of the smacecraft existing, or under consideration as
potential missiong, in each of these categories. Notice the pre-
ponderance of spin stabilized applications for inertially referenced
satellites.
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Figure 2.2 presents a similar consideration for moving reference
system migsions. Here the moving references have been subdivided
into "earth oriented," "magnetic field oriented" and “"other". Again,
particular missions within these categories have been shown. A system
which employs & moving reference for its nominal operational use may
utilize an inertial reference for the basic acquisition maneuver.
For example, the Orbiting Geophysical Observatory (0GO), performs a
sun acquisition vhereas normal mode pointing ie directed toward the
Earth. Additionally, systems which may be classified as Earth oriented
may employ added degrees of freedom between portions of the satellite
to control part of the satellite to an inertial reference. For
example, both 0G0 and Nimbus utilize movable solar arrays to malintain
the Sun vector normal to the plane of the solar array. In these cases
'both inertial and moving references are employed.

2.2 Acquisition Systems

Within the connotation developed here it is possible to further
summarize the characteristics of the various acquisition systems to
be employed. Of interest are both the conceptusl design and imple-
mentation of the acquisition system. Figure 2.3 depicts the basic

considerations 1n the development of an acquisition system with
regpect to an inertial reference. Of importance are:

(1) The method of momentum removal, i.e., magnetic or mass
expuleion.

(2) The form of control for magnetic torquing, i.e., on board
or command, and with or without reaction wheels.

(3) '™e form of mass expulsion, i.e., torque megnitude available
and form of torque.
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(4) The attitude and rate sensing employed.
(5) The limitations imposed by the sensing technique.

Figure 2.4 presents the same information relative to moving reference
systems. For the case of an Earth oriented system an additional control
torque is availaeble, viz., gravity gradient.

Some general considerations for each of the acquisition systems
implied by Figures 2.3 and 2.4 as well as their relation to the present
study are given in the following paragraphs.

2.2.1 Acquisition of Inertial Reference Using Mass Expulsion

A relatively simple type of acquisition situation arises in g
migsion in which the desired reference directions can be assumed
inertially fixed. Both one axis and three axis situations arise.
The acquisition of a particular satellite axis toward the Sun repre-
sents an important one axis case. A three axis inertial reference
can be established by sensing the positions of the Sun and a near-

poler star.

It may be important to perform acquisition of a desired attitude
relative to the Sun rapidly. The vehicle attitude relative to the
Sun is important both with respect to solar energy conversicn and
with respect to temperature control. Fortunately, Sun sensors with
a full spherical field of view can be reliably constructed with a
relatively low weight penalty.

If the mass expulsion torquing system is to be used for normal
control, the accelerations availgble may be relatively small in order
to reduce the impulse which 1s expended in limit cycling. Alternatively,
if pulsed gas jets (4] are employed to obtain low limit cycle rates
during normal control, a large torque may be available for acquisition.
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In either case, the total pneumatic impulse requirement for acquisi-
tion will be of prime importance since the propellant supply must

be carried as a direct weight penalty. On the other hand, if the mass
expulsion system 1s toc be used only for acquisition, then the total
time required to orient the vehicle may assume design importance.

To minimize fuel consumption during acquisition it will be
shown (Sections V and VI)} that flexibility in the design of the mass
expulsion system is desirable. However, as described in these sections,
pulged operation (approximation to proportional torguing system) of
the mess expulsion system may not provide significant improvements in
acquisition performance. Thus although the pulsed control may be of
considerable practical importance for the normal mode of cperation
no performance advantage may exist during acquisition. On the other
hand, if the use of pulsed control allows larger torque levels to be
utilized then, as will be shown, significant performance advaniages
may accrue. The disadvantage of the pulsed torgquing system mey be
the reduced reliability attending multiple on-off operations during
acquisition.

The mass expulsion system may be augmented by & momentum storage
system (reaction wheels) to be used during the normal mode of the
vehicle operation. If reaction wheels are present, they may either
ald or degrade the acquisition performance. There are two major
characteristics of resction wheels which will be significant in
acquisition: +torque ssturation and momentum saturation. The wheels
cah only exert a fixed maximum value of torque regardless of thelr
input. Likewlse, they can only store a fixed maximum amount of
momentum. Furthermore, the reaction wheel control design is usually
such that momentum saturation occurs for small attitude error angles.
The reaction wheel torque saturation characteristic may greatly affect
thelr performance 1n acquisition. The time required for a reaction
wheel to accelerate from zero to full speed (i.e., full momentum
storage) is inversely proportional to the torque exerted by the wheel.
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Thus even 1f the wheels can store enough angular momentum to have a
significant effect on acquisition, they will not do so in a reasonable
length of time If their tornue level is too low. The reaction wheel
rise time must be small enough to allow the wheels to respond to the
control signals they receive in the dynamic acquisition process. An
sdditional feature of the use of remction wheels in the three dimen-
sional acquisition problem is the additional cross coupling between
control axes that can be introduced. If the reaction wheel momentum
storage is large, reacltion wheel cross coupling terms can be larger
than the direct rigid body difference of inertia torques.

Two basic sensing terhniques have immediate application to the
acquisition of an inertial reference. First, SBun sensor-star tracker
combinations for Sun acquisition or pure star tracking for other
inertial orientations and second, the gimbal angle outputs of an
inertially criented platform. In the later case the inertial reference
orientation can be arbitrarily established before launch with result-
ing increased flexibility.

Sun sensing, or other star sensing, establishes only a single
line reference in space and therefore is inadequate for three axis
acquisition. Sun and star sensing in combination allow complete
control providing the two reference lines are not colinear. An all-
attitude gimballed platform can easily provide complete three axis
sensing in & straightforward manner. However, even in this case it
may be preferable to first acquire a line in space ~ the one axis
acquisition problem - and then to perform a controlled rotution
(reorientation) to establish the final attitude. Gimbal angle
plckoffs provide some interesting variations in control as compared
to other sensing techniques. For example, it appears, in many cases,
gas easy to provide the resolved gimbal angles, sine and cosine of the
angle, as the angle themselves. An evaluation of this consideration
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is given in Section V. Further, if an all-attitude platform is to be
utilized the gimbel rotation sequence, as well as the servo control
gpproach of the redundant gimbal, may influence the performance and
mechanization of the acquisition system utilizing this informastion as
a basic gttitude error sensing mechanisn.

Obviocusly there exist numerous tradecffs in the design of an
inertially referenced system. The type and characteristics of the
mass expulsion system, the use or non-use of reaction wheels, the
sensing technigue and their limitations and influence on design are
all of importance.

Since the mase expulsion acquisition of an inertial reference
covers a broad range of application and includes all major imple-
mentation constraints as well as a varlety of sensing techniques,
major emphasis was placed on this approach in this study.

2.2.2 8pinning Vehicle Acquisition Using Mass Expulsion

Another acquisition situation of considerable practical importance
is concerned with a spinning vehicle. Such a vehicle can be used for
a variety of orbital missions in which an inertial (or nearly inertial)
orientation of the spin axis is desirable. A simple and reliable
active control system can be incorporated for acquisition that will
use very little power and be of light weight.

A rigid body will perform stable rotation about a principle axis
of inertia for which the moment of inertia has the largest or the
smallest velue. If & passive damping device is used to eliminate
precession, the equatorial moments of inertia must be less than the
moment of inertia about the spin axis. In this case the minimum energy

condition is pure rotation about the maximum moment of inertia axis.



Spin stabilized satellite acquisition systems have been developed
both for sun acquisition and for acquisition of the spin vector
perpendicular to the vehicle-sun line. The latter would permit inertisl
stabllization of a vehicle in near equatorial orbits while still
permitting an efficient utilization of the surface of the vehicle for
solar energy conversion. For orbital operations stabilization of the
spin vector normal to the orbit plane provides a useful system for

numerous applications.

In principle,the acquisition of the spin axis to any of these
inertial - or nearly inertial ~ references represents ascquisition ot
the simplest type. For this reason spin stabilized systems were given

no further consideration in the present study.

2.2.3 Acquisition of Inertial Reference Using Magnetic Torguing

A significantly morc complex acquisition problem exlsts in
utilizing magnetic torquing for control. In this approach, control
torques are generated by energizing vehicle-fixed coils to establish
magnetic moments which interact with the Eerth magnetic field. The
torque applied to the spacecraft is given by the equation

T = Mx B
wvhere T is the torque
M 1is the generated magnetic moment
E 1is the Earth field density

Clearly, torque can be generated only perpendicular to the plane
formed by the M and B vectors. Therefore, no torque component about
the sxis defined by the vector B is possible. However, because of
orbital motion of the satellite, except for stationary synchronous
orbits, the components of the vector B along the satellite body axes
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are time varying. Hence torques can be generated about all body axes
of the vehicle at a particular time during each orbit. By definitionm,
large attitude excursions occur during the acquisition maneuver so that
variation of the vector B components in body coordinates is more
dependent on the satellite attitude excursions than the orbital motion
itself. Generally the magnetic torquing approach to acquisition will
be useful only for low altitude Easrth orbits. Since the magnetic field
strength deecreases as the cube of the geocentric orbital radiue,
excegsively large satellite generated magnetic moments would be
required at higher orbitel altitudes. This, of course, implies
inereases in weight and power of the magnetic torquing system.

A further disadvantage of this approach is the need for additionsl
sensing in the form of a magnetometer field measurement system. In
order to establish a reascnable closed loop control for on-~board
operation, the instantaneous values of the Earth field components in
spacecraft coordinates must be knowm so thet en appropriate vector M
can be established in the satellite. If, on the other hand, ground
computation and command can be utilized this additicnal complexity
might be circumvented. For example, the satellite attitude can be
obtained from the inertial reference sensing system and telemetered
to the ground. Here the components of magnetic field in satellite
coordinates can be computed using a priorli knowledge of the field
model and esatellite ephemeris dstm. Additionally, the required
spacecraft magnetic moments are ground computed and a command sysien
utilized to establish the proper control. In this case the entire
control law mechanism is ground based with only the current carrying
colls being on board the spacecraft.

Acquisition systems utllizing magnetic torquing hsve not been
employed, at least in this complete form. The development of a suitable
steble control concept is not a trivial tagk. Some work, as yet un-
published, is underwey along these lines [3].
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The basic magnetic torquing system may be augmented with a
reaction wheel system. Again the implementation of the control concept
is not simple. It appears reascnable that the reaction wheel system
may efficiently supplement the capabillties during periods of unsatis-
factory alignment of the vector B relative to the spacecraft axes for
purposes of magnetic torquing. However, since the control torque
capabllity available from magnetic torquing is usually small, the
additional coupling effects introduced by the wheel momentum storage

may significantly affect the control complexity.

2.2.4 Moving Reference Acquisition Using Mass Expulsion

For an orbital mission with a vehicle using mass expulsion control,
the basic features of the acquisition process are essentislly the same
as thoge discugsed in Section 2.2.1. However, the time varying
reference directions may impose additionel control complexities.
Total impulse regquirement and totasl acquisition time must again be
major considerations for the design of the acquisition system.

The fact that the acqulsition reference is time-varying makes
the acquisition problem more difficult to handle analytically (or to
simulate) then the corresponding problem for & mission with an
inertislly fixed reference frame. Whether this time-varying charsac-
teristic is important depends upon available control torques and the
speed of response of the smcquisition system itself as well as upon
orbital characteristics. It is possible to negleect the time-varying
aspects of the acquisition reference whenever a step-wlse acquisition
sequence is used and when each acquisition step can be completed before

significant motion of the reference frame ccecurs.

Wnen one of the reference directions in an orbital mission is the
local vertical, a moving-reference acquisition problem occurs.
However, the reference motion can be conveniently used to facilitate

an acquisition sequence for a Sun-Earth referenced vehicle by first
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acquiring the Sun and subsequently using the orbital motion to aid in
a search for the Earth (using directional sensors). Precisely such an

approach is implemented for the 0G0 mcquisition system.

A basic acquigition difference between a moving reference and an
inertial reference attends the attitude sensing techniques. In
acquiring the Barth, the moving reference is the rotating geocentric
set. The simplest sensing device from the point of view of control
law design becomes an Earth sensor for establishing the orientation
of the desired satellite Earth pointing axis. Practical Earth sensing
devices to dete do not possess & complete spherical field of view.
Although such is possible, e.g., by using additional sensors, it may
not be either practical or desirable. In Sections V and VI it is
demonetrated that optimal acquisition with respect to particular
verformance criteria demands saturation of the attitude sensors.
Additionally, the loss of signal (blanking) of the sensors may elso
be desirable for some forms of control. Thus, even if full field of
view i available, optimal control may require that certain portions

of these attitude measurements not be utilized.

If complete three-axis attitude reference of an Earth oriented
vehicle is required, an additional senscor is required. For exsmple,
if while directing one axis of the satellite toward the Earth it is
also required to maintain a second axis in the orbit plane, & means
for detecting rotations about the Earth pointing exis is reguired.
For normal mode control a gyro compassing system is adequate. For
acquisition the gyro compass measurement would be seriously affected
by the satellite body rates. Proposed ion detectors can estsblish
the orientetion of the satellite velocity vector over reasonably
large angular excursions. For acquisition as well as normal mode

control this may prove to be a superior approach.
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For thermal control, or for orientation of a movable {or fixed)
solar array, it may be necesisary to provide control about the Earth
pointing axis to give & preferred Sun orientation. For example, it
may be desirable to orient about the Earth peinting axis so as to
place an orthogonal satellite axis in the plane containing the
geocentric local vertical and the satellite-Sun line. This can be
accomplished by means of an appropriately placed Sun sensor. This
technique is utilized on OGO to keep the solar array plane perpendic-
ular to the satellitg-Sun line for maximum energy conversion

efficiency.

Other situations utilizing mass expulsion for amcquisition of a
moving reference can be visualized. The acquisition of one satellite
to another with subsequent tracking and perhaps homing and/or
rendezvous 1s of current interest. Although the orbital dynamics
grossly affect any guidance maneuvers, the attitude acquisition
problem is unchanged. In this case the rate of motion of the
reference system may be of considerable signilficance. Additionally,
the sensing techniques will be different in form.

2.2.5 Moving Beference Acquisition Using Magnetic Torgquing

The significance of the motion of the acquisition reference
system Is more pronounced vhen employing magnetic torquing than when
utilizing most types of mass expulaion. This arises because of the
usually low level of control torque available via magnetics. Hence
it can be expected that significant motion of the reference will occur
before the acquisition can be completed. Although this may not make
the accomplishment of acquisition any more difficult, it will compli~
cate the formulation of the problem.

In other respects the acquisition of a moving reference with

magnetic torques is not significantly different than acquiring an
inertial reference. As described previously the sensing implemente-

32



tion will differ between the two problems, but the basic control

requirements are essentially the same.

If the moving reference is the rotating geocentric local vertical
system and if magnetic torquing is to be utilized both for acquisition
and normal mode control, it is likely that a reaction wheel systenm
will be aveilable. In this case the reaction wheel system can be of
considerable value during the normel mode control and may greatly
simplify the control logic otherwise required. The probable existence
of the reaction wheel system makes the consideration of its practical
value during acquisition a more immediate problem. However, the
concern for acquisition with a combined magnetic torquing - reaction
wheel control approach is basically the same as with the inertial
reference case. A significant difference may attend the intercoupling
of the stored wheel momenta with the rotation rates implied by the

motion of the reference frame iteelf.

A particularly simple form of magnetic torquing acquisition to a
moving reference has been employed con several past satellite miseions.
In this cese the moving reference beccmes the Earth magnetic field
vector itself. In application, permeable rods (termed hysteresis
rods) are mounted in the spacecraft body. As the satellite tumbles
relative to the magnetic field these rods remove energy by magnetic
hysteresis losses in the permeable material. In this way the energy
stored in the satellite &t acquisition initiation can be dissipated.
Note that no attitude control is provided for the system in this form.
However, 1f in addition to the rods a permanent magnet is included,
the magnet will tend to align with the Earth's field so that a
pseudo-attitude control of this axis is provided. No attitude control
about the magnet axis is provided, but neither can substantial rate
exist because of the damping action of the permeable rods.
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This passive acquisition system with attending attitude control
has been utilized as the only control on some Explorer satellites.
Several satellites in the NRL launch series have used this gcheme for
initial energy removal before deploying a gravity gradient stabiliza-
tion system. Tn the latter case the permanent magnet may be replaced
with an electromagnet so that upon deployment of the gravity gradient
system the magnet-induced disturbance torques can be eliminated.

2.2.6 Barth Acquisition Using Gravity Gradient Torquing

Reaction Wheel Damping: An acquisition situation which has become

increasingly important attends orbital missions employing gravity
gradient torques plus moméntum storage devices for control. Gravity
gradient control systems afford a significant improvement in control
system reliability. In order to stabilize a satellite by use of
gravity gradient torgue, an auxiliary demping system is required.
Such damping can be provided by reasction wheels driven from sensors
within the satellite.

There are several aspects of the acquisition problem for this
type of system (gravity gradient plus reaction wheels} which are
appreciasbly different from the systems discussed previously. The
largest control torques available will generally be those supplied
by the reaction wheels. TIf the reactlon wheels have sufficient
momentum storage capacity to sbsorb all of the initial angular
momentum in the system a very efficient acquisition can be obtained.
The stored angular momentum may then be removed over a long pericd
of time using the gravity gradient torque. The length of time
required for momentum removal will depend upon the initial momentum
in the system, the allowable attitude offset error, and the vehicle
moments of inertia.



If the reaction wheels reach momentum saturation before the
initial rates are reduced to zero*, the acquisition problem becomes
more formideble. FHKven if the wheels are driven to saturate, the
vehicle will continmue to tumble in a situation where the external
gravity gradienl torgue cen be utilized to provide acquisition. The
reaction wheel torquesn must be sufficiently large and appropriate
control of the reactinn wheel system is required. In this case, the
regction wheels must be able to accelerate from full momentum storage
in one direction to full momentum storage in the other direction
rapidly enocugh to allow the gravity gradient torgque to achieve some
net momentum removal each revelution. This process will eventually
reduce the momentum in the vehicle until the wheele can store it.
Whether or not this tvne of process will achieve acguisition in &
reasonable time will depend upon the size of the reaction wheel motor
and the megnitude of the gravity gradient torques. The latter in
turn depend on the vehinle mass properties and upon the orbital
altitude., Note that this acquisition process will in general require

a congiderable length of time and the motion in orbit must be considered.

Gyro Dempers: The use of gyros appears to be an attractive method of
gchieving both damping and acquisition capability for gravity gradient
stabilized satellites [5]. TIts chiel advantege rests in the fact that
no external sensors are required to provide attitude or body rate

information. The damping gyros are their own sensors.

Fach gyro is torgued externally by & spring or smell torque
generator in such a wny that any satellite motion cother than the
orbital rate causes the gyro to precess. The use of a viscous

restraint on the gyro outnut axis then provides the necesgsary energy

¥* For geocentric local vertical acquiéition the finel body rates
are not all zero. Reather the rete about an axis normal to the crbital
plane must be equal to orbital rate.
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sink for satellite motion damping. The minimum energy state (kinetic
and potential) of the system corresponds to an attitude in which the
axis of the minimum satellite moment of inertia remains aligned with
the local vertical and the axis of maximum moment of inertia is normal
to the orbit plane.

Even though the gyro damper is not a true active control system,
proper design assures acquisition from reasongble initial vehicular
attitudes and attitude rates. Clearly the gyro and satellite kinetic
and positional (or potential) energies plus the energy dissipated
viscously remain constant with time. The minimum mechanical energy
state (corresponding to the desired attitude) is possible only if the
gyros continue to precess to inerease the viscous energy. Should
the attitudes and body rates be such that every gyro remains against
its limit stop, acquisition cannot occur. Even if this is not the
case, there exist non-unique attitude conditions corresponding to the
minimum energy state. Attainment of the proper one, however, does
not. appear to be a formidable task. It is possible to design a gyro
system which is known to continuously dissipate energy for reasonable
initial satelllte momenta.

Previous studies have indicated that use of two gyros provides
very adequate normal mode performance. In addition, simulation studies
have demonstrated a practical acquisition capability. 'The use of
gyros, however, suffers from several practical considerations. A high
degree of precision is required in their construction. Small changes
in the momenta of the gyro wheels, or in their torque generator outputs
result in adverse effects on the satellite attitude. The effect
generally becomes more severe the higher the orbital altitude. The
gyro precision required, however, is well within existing "state-of~-
the-art.”



Pagsive Damping: For acquisition of, and long-term stabilization with
respect to, an Earth reference system, interest in vassively damped

gravity gradient systems has been increasing [6-9]. Since no sensing
is required, no power is consumed, and the devices are very simple,
this control scheme appears ideal for many Earth pointing missions.

Depending on system design, acquisition may be feasible utilizing
cnly the passive damping mechanism. In this case only the time to
acquire 1s of major concern. The time to acquire the Earth pointing
orlentation is strongly dependent upon the initial momentum of the
satellite. Variation of parameters in the stabilization system design
will generally only have a small effect on the acquisition time.

This latter observation is valid only if simultanecus to establishing
satisfactory mcquisition characteristics the normal mode stabilization
capebllity is evaluated.

For passive damping techniques, or for constraining mission
requirements, auxiliary acquisition systems may be either required or
desired. The rapid increase of time to acquire with initial satellite
momentum, the possible unstzble - no damping - operation of certain
systems with sufficient initiel momentum, the constraints of sultable
normel mode stabilization accuracy, as well as other considerations,
may &ll demand auxiliary acquisition capability. In this respect,
the passive magnetic acquisition approach has been successiully

employed [9 .
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SECTION III

DYNAMICS AND KINEMATICS

In order to conduct a satisfactory general investigation of
analytical and computational deslgn procedures for application to
satellite acquisition systems, it is first necessary to establish
suitable mathemaltical representations of acquisition system dynamics
and kinematics. The dynamic and kinematic representation of the
system must be characterized in such a form as to be suitable for use
with advanced mathematical control system techniques. PFurther, it is
important that these characterizations lend themselves easily to the
various machine-aided studies considered in Sections VI and VII as
‘well as being attractive for the use of hand analysis. The purpose of
this section is to inveatigate various methods for dynamic charac-
terization of rigid body attitude in order to establish a set of
sulitable dynamic and kinemstic equations which will facilitate the
application of generalized design techniques.

There are & number of particular considerations that are involved
in settling upon a particular characterizetion: 1) The ability, with
& reasonable amount of effort, to apply various hand analysis techniques
to the resultant systems of equations and obtain a simplicity of
physical interpretation of the analytic results, 2) The ease of
implementing and interpreting machine-aided studies while minimizing
hardware requirements, programming needs, costs, and solution times,
and 3) The physical realizability which constrains the manner in
which various control sources and attendent control laws must be
represented. As will be shown, the above criteria do not appear to
be so enslly satisfied for any particular choice of representation.

The relative merits of a nurber of systems, however, will be delineated
in order to establish a basis for choice of representation according
to the general form end demands of the system.
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3.1 8State Variable Formulation

The applicability of modern control theory presupposes &
particular form of the system mathematical model., In particular,
this formulation hes become known as the general state varieble
approach. In order to establish & firm basis for further techniceal
discussion, it is important at this point to consider formulation
of the acquisition problem using state variable notation. Into this
mold, then, will be fitted the dymamic and kinematic equations of
motion. By definition, the state variables are considered toc be a set
of the least number of quantities necessary to describe the state of
the dynamical system (i.e., to characterize each degree of freedom).
For continuous time dynsmical systemsz, the motion of the system ig
defined by the vector differential eguation

% o= FIR(E), a(t), t), -e<t<w (3.1)

which is equivalent to the Bet of n scalar differential equations

ii =T, (xJ, crey X, 1

n l, se ey ur, t) > i= l, ewl (3.2)

The vector i(t) is defined as the state of the system and the components
xi(t) are known as the state variables. The vector u(t) is the control
function of the system; its components, uj(t), are the control
variables. Note that the relations,

u = u(x) (3.3)

by which thé control variables are related to the state variables,
are commonly called the 'control laws" of the system, and that the form
of the equation implies that feedback control is to be employed.

Other classes of equations arise to describe some particular systems.
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For discrete-~time dynenical systems, the state of the system is
characterized by the vector difference equation

Mte,) = T [x(g), ult), ] (3.4)

Here the system is not a function of a continuous variable and the
state 1s determined with respect to an index, k. Definitionas of the
quantities in Equation (3.%4) follow analogously from those defined

in Bquation {3.1). 1If a digital device is employed, this sort of
equation arises naturally; e.g., sampled data theory may be developed
using this form. Similarly, integral equations, difference-~
differential equations, and stochastic differential equations may be
fitted into a general state-variable formulation. Characterization
of the acquisition problem in the form of first order equations allows
general mathematical techniques developed for the general state
variable approach to be employed for analysis and synthesis. Conversely,
however, if these powerful techniques are to be employed, representa-
tion of the controlled system dynamics in this form must, in general,
be valid. This implies that a set of well behaved variables must be
found which determine completely the state of the satellite system
during acquisltion. Three of these will be directly related to the
anguler rates (i.e., body rates) of the spacecraft. The others will
congtitute a sultable kinematic representation for determining the
attitude of the satellite.

3.1.1 Dynamics

The dynamical characteristice of the system to be controlled in
satellite acquisition are those of rigid-body rotational motion*.
This dynamical system is acted upon by external perturbing torgues

*Acquisition of non-rigid satellites is, of course, a practical
problem. Inclusion of structural flexibility or fluid motions internsl
to the satellite will increase the order of the dynamic representation.
Since no extension of concept is involved, the simpler rigid-body case
15 used for discussion purposes.
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resulting from interactions with various natural field and fluid
phenhomens and vrossible mass expulsion from the vehicle. In treating
the acquisitioﬁ problem, the angular orientation (attitude) of the
vehicle with resrect to a prescribed reference frame must be controlled.

For purposes of attitude control, a space vehicle can be
considered as a lumped-varameter mechanical network whose elements
are rotating rigid bodies. The interconnections between the various
rotating parts may be 1) rigid, as when torque is transmitted by
supporting bearings in a direction normal to the axis of rotation,
or 2) elastic, as when torque motors or servo motors are deliberately
used to control the rotation of one of the parts. The design of an
attitude control scquisition system for a space vehicle requires the
creation of a suitable scheme for transferring angular momentum among
elements within the vehicle to the external universe. In genersl, the
motions of the bodies are merely constrained by bounds on their
sllowable angular velocities or displacements.

Dencte by (uﬁ) 05 m3) the angular velocity of the satellite
ebout its principal axes of inertia (§1, X, i3), respectively.
These quantities are commonly referred to #s the "body rates" of the
satellite. Define the corresponding principal momente of inertis as
Il’ IE’ 13, respectively.

The total angular momentum of the body, H, may be resolved into

components, H,, along these same body-fixed axes and defined as

i,

B, = /4 +h, ; 1=1,2,3 {3.5)
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where ﬁi = Ii W, = t:ﬁal angular momentum of the spacecralt about its
i principal axis less angular momentum attrib-
utable to internal rotating parts (e.g., reaction
vheels)

h, = total anmular momentum stored in internal rotating

parts resolved onto the ith body-fixed axis.

Similarly, one may define components of the total cxternal torgue,
M, along body exes as (Ml, M, M3), respectively. The fundamental

equations of rigid body moticn in inertisl coordinates may be simply

written in vector notation as

d fT . gl (3.6)

Equivalently, with respect to body fixed coordinates, the equations

of mntion are defined as the Euler equations

¢
a " - = -
It H+wxH = M (3.7)

vhere o x H denotes the vector cross product. These equations relate
the body rates and angular momentum to the external torques ecting on
the vehicle resolved into components in the body-{ixed system.
Equation (3.7) is equivalent to:

%E E+[Plw)] # = M (3.8)



where

0 <n3 wb
(o)) 2 |, o (3.9)
3 !
-mb wi ) J
-
Note that Det P(w) = 0. Thus, P(w) is a singular matrix and as such

possesses no inverse. Also, note that

)" = - [po) (3.10)

Expanding Bquation {3.7) into the three equivalent scalar equations
gives

I.-T. Ml h
T 1 _ L
+ g, + = {aoh, =wh.) = = +
s W TR T T T I, Y1
I.-T h
. 3 1 M, 2
a, + ow, + — (wh, ~wh ) = = + = (3.11)
2 L %7 0 TN i I,
I.-I h
. 2 1 3
W, + mw, + > {wh, ~wh ) = 4+ ==
2
3 I, I b - T~ I I,

In the equations, ﬂi is the direct reaction wheel torque on the i

body-fixed axis. Mi is the external torque acting about the ith axis
and, in genersl, consists of a component which is introduced for
control purposes plus a component due to disturbances, (i.e., Mi = ui
+ di)'
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These equations are highly nonlinear with cross-coupling terms
occurring both from interaction of the body rates end interaction of
(reaction wheel) momentum stored in one body axis with non-zero angular
rates about the others.

Inertial cross-coupling terms become most pronounced when
relatively large differences exist between the vehicle moments of
inertia about the three control sxes and when the body rates about these
axes are appreciable. Hence, the cross-coupling terms need to be care-
fully evaluated in determining convergence and stability from large
initial attitude errors and error rates, and when attitude accuracy
requirements are stringent.

3.1.2 Kinematics

The dynamics of a rigid body is essentially a separate field
from the dynamics of a particle or systemg of particles without
conastrainta. Thus, the kinematics of a rigld body possess certain
peculiarities which arise basically from the geometric properties
of spatial rotations.

"Me Euler equations described in the preceding section constitute
but part of the description of the rotating satellite since the
body rates, @, 5 must be related to the attitude or body orientation
to obtain the complete description of the motion. It is the essence
of this and the following sections, then, to present a discussion of
rigid body kinematics and establish a formulation of the acquisition
problem especially sultable for the application of advanced control
theory and simulation techniques.

In defining and controlling the attitude of a spacecraft it is

necessary to use certain reference coordinate systems. The number of
reference coordinate systems as well as suitable definition for each
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depends upon the particular mission for which a satellite 1s to be
designed. It is difficult to generalize, but some definitive remarks
about satellite coordinate systems may be made.

Bagically, in treating the rotational motion of a rigid body, two
sets of three orthogonal reference vectors are required, the origin
of each usually being chosen coincident with the rigid body center of
mass. Ag isg well known, by so choosing the origins the translationsl
and rotational motions may be divorced. The rotation of the body will
then be equivelent to the rotation about its center of mass as a point,
fixed in space. The directions of one get are considered fixed in
inertial space. Hence, with respect to this set, the basic rotational
equations of motion for the rigid body (BEuler Equations) may be written,
i.e., the time derivatives of the angular momentum components resolved
along the inertial reference vectors are equal to the respective
components of externally applied torque (similarly resolved along
inertial directions).

A second set of reference vectors is defined to be body-fixed.
The directions of the reference vectors are usually chosen to coincide
with the principal axes of inertia of the body (the latter always
forﬁ an orthogonal set). Chosen in this fashion, cross-products of
inertia vanish with respect to those reference vectors and consider-
able simplification in the equations of motion transformed from
inertial to body-fixed coordinates is realized.

In the particular case of Earth sateliites, of course, the rigid
body (or system of such bodies) trenslates, as well as rotates, with
respect to inertial space. Thus, in order to study long term effects,
it 1s often desireble to define a third coordinate system as an orbital
reference system. For many purposes, the origin of this third
reference gystem may be chosen to coincide with the center of the
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Earth without introducing significant errors. The directions of the
unit reference vectors of this coordinate system {as in the case of the
first system mentioned) are orthogonal and inertially fixed. The
motion of the satellite in orbit may be conveniently described with
respect Lo this third ceoordinate system.

In case the desired satellite attitude rotates with respect to
inertial space, océurring, l'or example, when & principal axis of
inertin is to "track" the iHarth's local vertical, it is convenient to
define another coordinate system with origin at the satellite center
of mass. The directions of the unit reference vectors are defined as
those required for perfect attitude control, i.e., this defines the
ideal satellite attitude as a function of time. Generally, this
latter system is a rotating coordinate system and its definition must
be chosen carefully with due regard for the sensors to be used and
for the objectives to be achlieved by attitude control.

A comprehensive discuspion of possible choices of cgordinate
systems for Earth pointing satellites is contained in| 10j. Here,
with regard to "small" differences between coordinate system choices,
it is pointed out that a poor choice may cause the attitude contrpl
system to '"constantly strive to correct a small difference it should
not have to correct,"” with the result that "net power consumption
may be prohibitive." 1In defining the attitude of the satellite, the
relation between the body fixed axes and the "ideal attitude" axes
are of primary interest. These two coordinate systems are related
by a transformation inveolving & minimum of three independent time
varying parameters. In normal mode operation of the attitude control
system, of course, the coordinate systems are to be aligned within
small angular deviation. {Thus, "small angle" approximations ordinarily
can be applied to the description of this transformation.) This, of



course, is not true for characterizing the acquisition problem
vhere a well behaved characterization of the large sngle motion is
required.

It is useful, as an introduction to the kinematic properties of
B satellite as they arise in attitude control considerations, to
examine the characteristics of the fundamental matrix transformetion
involved in relating & body-centered inertisl reference coordinate
gsysten to a corresponding hody-fixed system. Only the rotational
motion of a rigid spacecraft is considered here and, as a result,
only two coordinate systems are used. This does not restrict the
generality of the equations to be derived.

Let a set of unit vectors, (ii, i:, i;) which form an orthogonal,
right-hand set be fixed in inertial space with the origin coincident
with the satellite center of mass. Choose a second orthogonal set of
unit vectors, (il, iz’ 23), as a right~handed set also with origin
~coincident with the spacecraft center of mass. Let the members of
the latter set be body fixed and coincide, respectively with the
principal moments of inertia of the satellite.

At any time, each of the body-fixed unit vectors may be resolved
into components along the inertisl directions. This fundamental
concepts allows one to express mathematically each body-fixed reference
vector as a linear combination of the inertially-fixed unit vectors
as follows:

i = 1,2, 3 (3.12)
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where 1t is clear that the coefficients a, 3 are time-varying if the
spacecraft rotates with respect to inertial space. These equations

written in vector-matrix notation give

£ = [A] % (3.13)
where
1—&11 812 '“13-1
(Al = iaal 8op 83 (3.14)
1931 %32 %33

As the matrix A, defined in Equation (3.1lt), plays such a central
role in kinematic characterization, it is important to briefly estab-
lish some of its properties. The elements, a, 5 of the trensformation
matrix A, are direction cosines. In other words,

845 = cO8 Oi.j (3.15)

vhere O, P is defined as the plane angle between the vectors :'ci and
=T

xj. Further, since the vectors are orthogonal,

xi » XJ = 513 (3'16)
where 61 3 is the Kronecker delta.
1 1 =
84 * (3.17)
0 1 ¢



Equations (3.13), (3.14) and {3.16) yield

3
JEl aij akj = bik (11 k=1, 2, 3) (3-18)

Further, since A is a unitary orthogonal matrix the value of the
determinant of A is unity

det A = |A] = 1 (3.19)

Relations between A, its inverse, A-l, and its transpose, AT, are

given as

m?t o= ata=1
AY = At r (3.20)
T T

ATA = AA" = 1

vhere I is the identity matrix. As a consequence of Equations (3.20)

8y = co-factor (a‘:l.j) = Ai.j (3.21)
and

3

izl 8y 8y = adk (x, 3 =1, 2, 3) (3.22)
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In the next section, differential equations of motion involving

the aij's and their time derivatives will be considered. It is clear

that a number of the expressions in the aiJ
differentiated with respect to time in order to yleld (equivalent)

's obtained above may be

identities in which the éij's are involved. For some purposes, it may

be more convenient to use the following expressions.
Differentiation of Equation (3.18) yields

3

j=1 (aij ékj * aij &kj) = 0(i, k= 1, 2, 3) (3.23)

and, similarly, differentiating Equation (3.22) gives

3
iEl (aij aik + aij aik) = 0 (k, J = l, 2) 3) (3'2}4')

An interesting consequence is obtained from differentiating
Equation (3.19) to yield

L |a| = |§f A\ - |i| = o (3.25)

Thus, the matrix A is singular and therefore possesses no inverse.
By differentiating the third relation of Equation {3.20) the following
is obtained

L)) ] o (3.26)
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which is equivalent to Equation (3.23). Finally, differentiation of
Equation (3.21) gives nine relations of the form

v d
by ° T [co-factor aij] (i, 3 =1, 2, 3) (3.27)

Except for the case when A 1s the identity matrix or the rotation
is through en angle vwhich is an exact multiple of n, the matrix A has
three distinet eigenvalues, Ai’ which satisfy the equation

det (A - J\i I) = © (3.28)}

By direct expension and use of Equation (3.21) the charascteristic
equation is found to be

2
A3 - (all + 8y, * a33) A+ (all + ey, + a33) A=1=0 (3.29)

By inspection, it 1s obvious that one of the eigenvalues is always +1.
Associated with each eigenvalue is an eigenvector, e, defined by

(A-X 1) e =0 (3.30)
Denote by & the eigenvector of A associated with the eigenvalue +1.
From Equetion (3.30) this eigenvector satisfies the equation

& = A& (3.31)

Thus, the eigenvector components of & remain invariant under the
transformation. Recall the Euler kinematic theorem; "any finite rotation
of a rigid body may be expressed as & rotation through some angle sbout
gome Tixed axis." Evidently, the eigenvector & corresponds to the
direction in space. about which a2 single rotation would yield the same
relative orientation of the X and iI exes as the transformation A,

thus yielding a proof of the theorem. Denote the "equivalent angle

of rotation” as §. This angle of rotation may be easily obtained

in terms of the a .. As shown in Goldstein [11], by means of scme

1j
gimilarity transfomation it is always possible to transform the
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matrix A to a system of coordinates where the i3 axis coincides with
€. In such coordinates the matrix A, vhich represents the rotation
sbout & through the angle &, has the form

cosd sind Q !

}

A = -sing cosd o (3.32)

Since A and Al are similar matrices, they possess the ssme trace. The
trace is then obtained as

+ & + 8 = 1 +2cos (3-33)

tr A = 33

811 7 Bap
From Equations (3.29) and {3.33), it ie established that the eigen-
values, hi, of A are defined as:
$ ~-j¢
M=t @0, e (=1, 2, 3) (3.34)
When the rotation is zero or an even integral multiple of =,
there are three real eigenvalues at +1l. When the rotation is an odd

integral multiple of =, there is one eigenvalue aft +1 and two at -1.

o2 and e3.
Carrying out the matrix manipulations involved in solving Equation
(3.31) and using the relation given in Equation (3.33), these

components of & are given as

Denote the components of the eigenvector e by es €

8>

€ = T2gind ¢

2 T e -l |
®2 = Tosing ° %3 T Zsint (3.35)

vhere 3 is simply determined from Equation (3.33).
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By restricting & to the range 0 < § S x, and allowing er and

e3 to take on any values between +1 and -1 consistent with the

condition
e 2, e 2, e 2 .3 (3.36)

one may generate any possible distinguishable rotation.

The vector 2 will glways be considered to have unit magnitude.
The set of all distinguisheble spatial rotations, and hence their
corresponding matrices A, form & group as shown by Smlirnov .
Furthermore, as Smirnov points out by ccnsidering the vector @
defined above, the rotation group is isomorphic to the points in a
solid sphere of radius n. Thus, the basic kinematic propertles of

the transformation matrix, A, have been obtained.

The kinematic state equations are obtained from a set of vgriables
and their derivatives which may be used to equivalently represent
the transformation defined by the matrix A. 8ince only three degrees
of freedom are involved, it would be expected that three kinematic
state variables would be sufficient for solution of the problem. As
will be described in the following section, however, the problem of
finding & wholly satisfactory set of three kinematic state variables

has never beenmmpletely resolved.

3.2 Kinematic Representations

It is clear that for a given relative orientation of t. .

sets of axes, the elements a, | of the transformation matrix A may be

determined through using anyigne of a number of schemes for parametric
representation. This section serves to review and extend what is
known in this area through discussion of a number of attractive sets
of kinematic variables for describing the attitude of & satellite

during acquisition.
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3.2.1 Direction cosines

The elements of the matrix, A, are themselves a sultable charac-
terization of attitude. The coordinate transformation matrix, of
course, is given by Equation (3.1%) as

Fa’ll 312 813
A = 85y I a.23 (3.37)
f3l 832 33

The kinematic state equations using this representation are found
in the following fashion. Using the identity

¢ T . & [A]Tﬁ (3.38)

L og.(alL[aa - & (3.39)

Comparison of this equation to Euler's equations given in Equation
(3.8) ylelds the identity:

A— A = Plw) (3.40)

Equation (3.40) is then rearranged by taking the matrix transpose of
each side and applying several identities to vield:

(8] + [P)] [4] - o (3.42)

vhere [P(w)] is defined in Equation (3.9).
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Writing out the nine scalar equations obtained from equating
coefficients in Equation (3.41) gives:

A7 = ©3 %, "9 8y

f1p = ®3 8y =@, ag,

B3 7 ©3 83 " 8y

8y = Oy 8j -8,

522 = @ ey, - oy 8y, (3.42)

Gp3 T Oy Bg3 " O3 843

d3) = @y ay) - 8y

53& = W, 8y, v W) 8y,

833 = Gy 83 -0 8y,
where mi is the 2ngular velocity of the body about the ith body
fixed axis.

These expressions are differential equations of the first order
for all of the aij's. Equations (3.42) plus the Buler equations of
motion, Equation (3.7) or (3.8), form a set of twelve first order
differential equations describing the motion of the spacecraft.

As can readily be seen, twelve variables appear where intrinsically
only six are required. There must be six equations which relate
the redundant direction cosines. These equations may be derived
from the matrix A by applying the orthogonality conditions as
defined in Equation (3.18).
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A decrease in dimensionality of this method to six state variables
can be accomplished, but at the expense of destroying symmetry in the
equations. Any sttempt at further reductlon (i.e., use of less than
six direction cosines as state varimbles) results in a problem of
determining the proper sign of square root fﬁnctions, since the basic
algebraic identities are of second order. This will be dealt with
in more detail in a following section in discussin; tho guitahil ity
of this set of variables for analog and digital computation.

A greater usefulness for the scheme of using direction cosines as
state varlables in solving the acquisition problem results when it is
necessary to control only the final orientstion of a single axis.

Under these conditions it is possible to describe the dynamical problem
using only three direction cosines &8s kinematic state varisbles. The
previously described one axis ascquisition preoblem s of this type.

As can readily be seen from Equations (3.42), any three equations
relating & single inertial axis to the three body axes form a self-
contained set of variables. For example, in a "sun acquisition
problen" is is desired to align a body fixed axis along an inertial
axls directed toward the sun. Defining the sun line to be the X I

3
inertial axis, the stalbe variable formulation could be given as:

813 7 P3Ba3 T DBy
fyy = @ B3y BBgg (3.43)

a33 wzpls - mlg23
A slightly different formulation of thie problem for which Asympﬁotic

Stabili -+ in the Large has been proved using the Second Method of
Lyapunov is discussed in Bection IV.
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3.2.2 Euler Angles

One of the best known and most frequency used schemes for
representing the displacement of a rigid bedy ebout a fixed point
ig the method of Euler angles. The rigid body orientation is specified
by means of three ordered rotations about a set of orthogonal axes.
There are two basic types of Euler transformations, each distinguished
by the particular manner of rotation. In one case, the rotations take
place successively ebout each of the three body axes. This will be
referred to as a Type I Buler transformation. Furthermore, the axes
about which the rotations teke place may be permuted, so that six
distinct transformations matrices result. The following transformation
matrix, A, corresponds to a first rotation, Gl, about il; g second
rotation, 92, ahout the resulting x2 exis; and the third rotetion,
93, sbout the resultant x, axis.

- 3 —
X r—x I
1 1
x| =0a) { %I (3.44)
2 2 : '
I
| *3] [ *3
vhere:
- -
.c050200593 cosG3sin9251nGl -cosGBSinGQcosel
+sin93cosol +sin0351n9l
A = «sin93c0592 -sin03sin9231n91 sin93sin02cosel
+cos€lc0303 +cosO3sinGl
L_sin02 -cosGasinOl coseacosel By

The expressions for the rates of change of the Euler angles for the
particular ordered rotations s defined in the matrix A above mre

found as:
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Do

(wi cosO3 -w sin03)

1 - cosé, 2
62 = sin03 + w, 00593 (3.45)
03 = - (wi cosO3 - @, sin93) tan 6,

A second general type of transformation using Euler angles can be
cbtained. This is defined by taking the first rotation about a body
axls, the second rotation about a second body axis, and the third
rotation about the same axis (now displaced) about which the first
rotation took place. This will be defined as a Type II Euler
rotation. The axes about which the rotations take plece may sgain be
rermuted, sc that six distinct transformation matrices are obtained.
The following transformation matrix A corresponds to a rotation, 01,
about the x, axis; 6, about the resulting X, axis; and 93 about the

1 2
il axis resulting from the first two rotations.
- -
X X fﬁ
1 1
x.|= [A]] x I | (3.16)
2 2 *
x X 1
3 3
where
c0502 sinOlsin92 -sinoecosel T
A = sin9231n93 c0593cosel cosO3sin9l
-sinOlsinO3cosgl +51n03c0301c0902
31n92c0593 -sin03cosol —sin93sin91
B -51n91c0592c0593 +cosGlc0592cose3_

The rates of change of the Euler angles defined in Equations (3.46)

are given as:



. 1

6, = EIEE; (ub sin93 + @y cosQ3)
92 = o, cosO3 - wB sin93 (3.57)

D
n

3 @ - cctaa (mb sinQ3 +-u3 c0393)

Any of the other Type I or Type II Euler matrices can be obtained
from the matrices A defined in Equations (3.44) and (3.46). This is
poesible by observing the following rules on some arbitrary initial
reference frame (yi, Yo y3) about which ordered rotations #, 0, §
take place.

1) Order the corresponding columns as

Xy and yi
%3 Y3
xk Lyk' (i: Jr» k=1, 2, 3)

where the first rotation is taken abaut the yi axis, the second

about the yJ axis, the third about the ¥y axis, thus satisfying the
equation:
X yi-]
x, | = [a] | (3.48)
¥
% | k

2) 1If the order of i, j, k is left-handed (e.g., 2, 1, 3),
replece all the 6, in the matrix A by (-oi) for all 1.
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3) Form a new matrix, B, from the elements of A as modified in

h)

5)

h

2) above by defining the 1" colum of B as the 1st column

of A, the jth colunn of B as the 2nd column of A, and the kth

column of B as the 3rd column of A.

Form enother matrix, C, from the components of B by defining
the ith row of C as the 1lst row of B, the jth row of C as the
2nd row of B, and the kth row of C as the 3rd row of B.

In the matrix C = £ (91), replace O, by the angle of rotation
taken about Yy 92 by that sbout yj, and 93 by that taken
about y, , thus yielding & matrix C = f (g, o, ¥).

The matrix C = £ (@, @, {) will now yield the required Euler matrix,

1l.e.,

F"l ] —;’1_1
21 7 {C] Yo | (3.49)
| %3] L3

To obtain the expressions for the rates of change of the Euler angles

which correspond to the permuted rotations defined by C in Equation
(3.49), the following rules should be followed.

1) If the order of the 1, Jj, k in the Equations (3.48) is left-

handed {e.g., 2, 1, 3), replace all the 6, in the expressions
of Bquation (3.45) or (3.47) by (~Oi). The signs of the
corresponding 8, are not to be changed.
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2) Replace 9, and él’ respectively, with the angle and rate of

change of the angle taken about the yi axis defined in
Equation (3.48). Similarly, replace 6, and 52 with the angle
axis, and 6, and ©. with the angle taken about

J 3 3
the Yy axis. The body rate, @, is then measured about the

about the y

ii exis, @, about the ij axis, and ws about the ii exis.
Thus, each type of Euler rotation may yield six distinct trans-
formations, for a total of twelve matrices. The choice of which
transformation to use is prompted by the perticular problem being
solved. For example, if the elements a,, (1 =1, 2, 3) are to be
used in the equations of motion (e.g. in the control law), the use of
the particular matrices in either Equetion (3.44) or (3.46) would be
pttractive, as the elements are algebralcally simple. On the other
hand, these matrices would not be attractive if the elements a3i
(1 =1, 2, 3) were of importance. Except for the disadvantage of
unsymmetrical participation of the three variables Ql, 92, and 03,
it would appear that Euler angle transformstions are quite useful
for the analytic treatment of rigid body dynamics since only three
variables are involved and no constraint equations are required.
However, a closer lock at the expressions for the rates of change
of the angles, Equations (3.45) end (3.47), reveals that mathematicel
difficulties are encountered. This results because the time derivatives

of a set of Euler angles do not, in general, form an orthogonal set.

Note thet there existe a particular attitude of the body for
vhich transformation is not unique. This case 1s commonly referred
to as "gimbal lock.'" For the Type I Euler transformation, this
o = n/2, whereas for the Type II Euler
rotation the singularity occurs for 02 = 0. 7Tt becomes obvious
that the Type I Buler rotstion must be used for study of system

singularity occurs for ©

motion near the origin. The Type II rotations, however, are easier to
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visuglize and mey be more convenient for some applications in mechanics.
This basic failure in the formulation eliminates consideration of the
three Euler angles as state variables for study of the acquisition
problem. A solution to this dilemma, however, may be the inclusion

of a fourth Euler angle (i.e., a redundant variable) to unigquely
specify the attitude. This is done by defining four ordered rotations,
91, 92, 93, and Gh from the i.I coordinates to the x coordinates,
10 9o 93. The "gimbal
lock" situation again will occur if the second angle of rotstion, ©

vhere three of these are independent, ssy ©
2}
passes through the singuler point. However, to prevent the angle
from approaching the singular point, certain conditicns are placed
upon the fourth angle Qu.

3.2.3 Fuler Symmetrical Parsmeters

The formulation of this four parameter system has been credited
to Buler who introduced this kinematic representation in 1776. The
oldest treatment generally available today is that of Whittaker|l3,
wvho arrives at them from direct geometrical considerations. These
parameters may also be defined by consldering the components of the
eigenvector Q, defined in Equation (3.31). Three of the parameters
define the "equivalent axis of rotation," and the fourth parameter
determines the magnitude of the "equivalent anzle of rotation, ¥."
Define:

g = © °in (g)
n o= SpSin (%)
(3.50)
C = eq sin (%)
(Y
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As there are four parameters and only three degrees of freedom, a
constraint equation is necessary. This is given by the identity

e+ Bey® =1 | (3.51)

The parameter X is seen to be positive for any value of the angle of
total rotation & between -w and +n, and X = +1 if and only if ¢ = O
or an integral multiple of 4. The relation of the parameters defined
in Equation (3.50) to the elements of the transformation matrix may
be obtained by considering A as a dyadic (see Gibbs [14]). In terms of
the unit vector & and the angle ¢, the rotational dyadic i ia given by

A = cosd ; + {1 - cos}) &8 + sind (E x e) (3.52)

If the components of & are represented parametrically in terms of the
symmetrical parameters as defined in Equation (3.50), use of the
identity in Equation (3.51) gives the corresponding direction cosine
matrix, A, as:

— -

-1 - +y® 2(gm+x) 2(E¢ - )
A=|2(En - ) e - ay® 2+ ) (3.53)
28 + ) 2(1¢ - &) 2 - 12 4 ?a B

For small angles, y is close to +l1 and 2E, 27, and 2( correspond to
the angles 01, 02, 93, respectively, for a Type I Buler rotation.
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Substitution of Equation (3.53) into Equation {3.41) will yield
an equation involving the Euler parsmeters, thelr time derivatives,
and the body rates. Only three of the resultant equations are
independent, so a fourth equation is obtalned by taking the time
derivative of the identity in Equatiom (3.51) to obtain

2(85 + M +CC +xx) = © (3.54)

Placing these equations in vector-matrix notation ylelds

- -

& = 2Bp (3.55)
where
o] [ €] (x ¢ 1 <]
_ w, _ | £ X € -
o = HE s B= (3.56)
w, ¢ n £ X -G
\.0 X | Lg T ¢ xj

One can easily show that the matrix B is orthogonal (i.e., Bt - BT)
and obtain the inverse relationship of that given in Equation (3.55),

namely:

2 1 1 -

p=5B 0 =3B o (3.57)
Since the terms are linear in both W, Wy @y and €, T, ¢, X, the

above expression may be rearranged and written in & elightly different
way as!

(3.58)

i
L]
o=
o)
1
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where:

Q = (3.59)

For solution of problems in rigid body dynamics, the body rates may
be obtained from the dynamic equations of motion and the matrix Q
constructed accordingly. Solving Equations {3.58) for p by state
variable techniques then becomes straightforward if the ®, are known
as functions of time. The elegance and simplicity of this approach

is evident.

While dealing with Fuler's Symmetrical Parameters, consider
some interesting identities and relationships. Extend the three by
three direction cosine matrix, A, to a four by four matrix by adding
1 to the main diagonal, thus

B, 7y 0
By 8y By O
A = (3.60)
aBl a32 a33 0
K 0 0 1|

Define a matrix, C, as follows:

c = | (3.61)
0

o
-
o




With these definitions and the matrix B in Equation (3.56), the
entire set of relations given by Bquation (3.53) may be found from
the matrix identity

A = BCBC (3.62)
Note that the matrix C is symmetiric and that the effect of the
gimilarity transformation CBC on the matrix B is to reverse the signs
of the off-dlagonal elements in the last row and column. By direct
expansion, the characteristic equation of the matrix B i1s found to be

(12 - 22X + 1)2 = 0 (3-63)

The eigenvalues are therefore

. ]
A= x+Vx2-1=cos %f_dsin%= et ‘jE (3.64)
Another Interesting identity is given by
g E
B = ¢ (3.65)
where E is a matrix constructed from the components of %:
- -
4] e3 -e, -el
~-e 0 e -e
E = | 5 1 2 (3.66)
e, & 0 —e3
0
! ey e, e3

The matrix exponential given in Equation (3.65) may be expanded in a
power series. Note from Equations(3.66) and (3.36) that

(8] [¢] = & = (3.67)



wvhere I is the identity matrix. Using Equation (3.67), the series
may be written as:

G E o G®° GE’
€ = I + -é— E + 51 + 3 7 + s o »
(LI S ]
2 5
= I l - 3 1 - - » - 068
5y * v * ] (3.68)
E3 &y
+ E !- - 2 + 2 + s s s .
2 33 5 1 |

Recognizing terms in the series expansions as sin 3 and cos ?_,

2 2
Equation {3.68) may be written as:

€ = I cos % + E sin % (3.69)
Direct substitution of the definitions given by Equation (3.50) into the
matrix B defined in Equation (3.56) and expansion of Equation (3.69)
yields proof of the identity given in Equation {3.65). The analogy

of this identity with Euler's identity for the imaginary exponential

is evident.

3.2.4 Quaternions

One particularly elegant formulation of a four parameter system
was introduced by Hamilton in 1843 [15J for the study of classical
mechanics. Euler's Symmetrical Perameters may be regarded as the
components of an entity defined as & quaternion

g = x+1E§+JN+k¢ (3.70)
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where the i, J, k are hypercomplex numbers defined by the following
rules:

1° = -1, 1) = =31 = k

2

3 o= -, J = kj = 1 (3.71)
¥ = -1, ki = -1k =

Such a designation becomes obvious through consideration of the
following. In terme of the components el, e2, e3 of the eigenvector

@ and the angle of total equivalent rotation, §, q may be defined as

3
= (le, + Je. + ke_)
q =2 1 T2 3 (3.72)

Recalling the definitions of the Euler parameters in terms of @ and
$, and substituting into the definition of g in Equation {3.70), the
following identity is obtained.

3
= (ie, + je, + ke_)
2 1 P 37 _ & ]
€ cos 7 + (iel + Je, + ke3) sin 3 (3.73)
This identity 1s seen to be an extension of Euler's identity, i.e., ejg

= cos @ + J sin @,and in analogy to the identity in Equation (3.65).

The varicus functions of guaterniocns may be defined in analogy
with ordinary algebra. Quaternion multiplication, however, even
though done in a manner similar to that of complex numbers, reguires
that the order of operations be taken into account. The conjugate
of the guaternion is defined as

4 = x -1E - 3N - K (3.74)



The norm (1.e., length) of a quaternion is defined as:

qq*= q*q=x2+§2+ca+ﬂ2 (3.75)

According to the identity in Equation (3.51) this norm is unity,
resulting in defining a special form of the quaternion known as a
versor (i.e., quaternion with unit norm).

Consider how the gquaternion formulation provides the necessary
kinematic characterization. The vector X , having components xlI,

xEI, x3I, may be represented in quaternion notation as

iI = i xlI + ) x21 +k x3I (3.76)

An interesting result is obtained from examining the equation
F = qx~ g (3.71)

It may be shown that the operation defined in Equation (3.77) trans-
forms the components xll, sz, x3I of the vector }-cI into the
components X)s X5 x3 of the vector x to give results identical to

those obtalned from the transformation metrix A, i.e., F = x.

3.2.5 Cayley-Klein Parameters
This four parameter set was introduced in order to implement the
solution of gyroscopic problems. The approach is to apply a 2 x 2
complex matrix to represent a transformation, rather than a 3 x 3
reel matrix. The approach is described in GoldsteinEﬂ] s Wwith parti-
cular emphasis toward application to quantum mechanics. The following
is more adapted to showing correspondence between this and other four
parameter sets and is a development similar to that of Robinsontlﬁj

Consider the following 2 x 2 complex matrix:



H = (3.78)

det H = |H| = 1 (3.79)

HE = I (3.80)
*
where H 1is the transposed matrix conjugate of H.
The complex quantities hll’ hla’ h21’ h22 are referred to as the
Cayley-Klein parsmeters. It is convenient, since the hi 3 are complex,
to introduce four other quantities, 8y &os 33, 8),» which are defined

as follows:

h

11 g t1sg

h

(3.81)

L}

12 T 83t1g

From the conditions in Equations {3.79) and (3.80), it may be shown
that

=
1
=2

22 11
% (3.82)

21 12
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Using the definitions in Equations (3.81) and (3.82), the matrix H
may be written as

gl + 1 32 g3 + 1 gh
H = (3.83)

The following interesting result may then be shown:

g, = X
g, = €

(3.84)
s3=Tl
Sh"-‘g

where the quantities on the right are Euler's Symmetrical Parameters.
Therefore, the Cayley-Klein Parameters may he defined as:

hll = X + i(
h12 = T + if
(3.85)
h21 = -1 + i€
h = Y - i{

All of this serves to demonstrate that each variation of the four
parameter system is essentlially a slightly different method of
representing the same thing.
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3.2.6 'The Gibbs Vector

Consider a slightly different formulation of the kinematic
reference using the four Euler parameters. Dividing the first three
quantities in Equation {3.50) by the fourth yields the following
relationship.

E _ S

a = ; = el tan 2
g = X.Il = 82 tan% (3-86)

= & = 1

Y X e3 tan 5

These quantities @, B, T, can be defined as components of a vector
referred to as the Gibbs vector [lh] + No fourth parameter is
necessary since the tangent is periodic in 2x for a half angle
argument. Using the definitions in Equation (3.86) and the matrix
of BEquation (3.53), the elements of the transformation matrix A are

given as:
146P-g°r° 2(aprr)  2(ar-p)
A= —i— |20 - v) 1P 2(prea) (3.87)
1474847
2(cr + p)  2(pr - @) 1-d -0

To deteymine the expressions relating the body rates ay, By, cn3 to the
components of the Gibbs vector, the time derivatives are first obtained
for a, B, and ¥ by direct differentiation of the quantities defined in

Equation (3.86).

T2



Qe
n

>
E

2
pd
L] x. - "
ﬂ = _I]-—TE—TE
X
. _ x; - ‘x.
¥ 2
X

(3.88)

Writing Equations (3.88) in matrix form and augmenting them with a

form of the relation in Equation (3.54) yields the formulation

-
-

o

B

¥

|

Substituting in the relation for p from Equation (3.57) gives the

expression:

— —

he I Qe

-

0

o

Notice that, as

F

Y
2

e

x O 0 -g
0 x 0 -n| |
x> lo o x -¢fl¢

FéT

x%46%  Enxg gemm

o jEme xBef o mexs

2 lecun  meme %P
0 0 0

1

J

(3.89)

(3.90)

expected, the four-dimensional vector formulation has

been reduced to a three-dimensional formulation since the last row and

column of Equation (3.90) is trivial.
Equation (3.86), Equation (3.90) may be written as:
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- - — oy
5| 1+a° og-v o+l o
) = % g+ T l+ﬁ2 pr -a] |w, (3.91)
Lf_ L.w -B Br + a l+r2- ;m3:

An equivalent form of this equation is given as:

§ =L [6+3x846(-a) (3.92)
where:
- - - -
« “
G =fB| 5 © =|w (3.93)
AN el

Equation (3.91) involves only a, B, and v and their time deriva-
tives, thereby giving expressions which relate three independent
kinematic parameters o, B, v and the body rates w s @y and m3.

There is, however, a significent problem in the application of
such a formulation. From the definitions in Equation (3.86), it can
be seen that the variablee are unbounded, i.e., @, B, Y—= 0 as
$—»=n. This disadvantage, however, may be overcome by judicious
analytic constraints. As 1s shown in Appendix A, Mortensen has been
able to formulate analytically a general acquisition problem using
these variables and prove asymptotic stability in-the-large.

3.2.7T Conclusions

Bue to the geometiric copstraints inherent in rigid body rotationm,
a basic problem in attitude characterization has been shown to
exist. In each case considered, there appears to be some ambiguity
of position or discontinuity in rate that cannot be avcided with the
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use of three kinematic state variables. This occurs for some singular
rotation at which time either the attitude or the rate cannot be
described uniguely. This is evident from Equations (3.45) and (3.47)
in describing the rate of change of the Euler angles. When the second
rotation has a certain singular value, the rates of change of the
other two angles become infinite (i.e., undefined). Similarly,

for the Gibbe vector as defined in Equation (3.86), when the total
sngle of rotation, &, is + x, the variables themselves as well as
their rates of change are infinite (i.e., undefined). As would be
expected, these ambigulties will occur for angles where trigonometric

functionsg are zerc or have singularities.

Even simple rotations lead to ambiguity, as can be noted by the
problem which arises when a body has undergone & complete rotation
and assumes 1ts original position. Euler angles may be used to
indicate the complete angle of rotation and may get arbitrarily
large if a vehicle remains spinning. Direction cosines and the
components of the Gibbs vector, however, are periodic and yileld
position unambigucusly only up to a rotation of 2x radians. The
Euler parasmeters, however, can supply complete information for
rotations up to 4r radians since the argument is of the half angle
of rotation.

With these problems of ambiguity and unboundedness in various
characterizations, it hecomes important to evaluate the use of a gliven
parametric representation for the solution of particular problems.
This topic is further discussed in the following section.

3.3 Evalustion of Kinematic Representations
As noted earlier, in considering the state variable formulation

for the acquisition problem, it is important to characterize the
problem in such & form to be suitable for use with advanced analytic
and machine-aided control system techniques. The three broad areas
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of concern are: l) applicability of hand and machine-aided analysis
techniques, 2) applicability of simulation techniques and ease of
interpretation, and 3) physicael constraints and the analytic
repregentation of various control sources and control laws. It is
important to consider these concerneg in light of the various dynamical
and kinematic representations discussed previously.

The first point is importent Quring the preliminary anslytic
evaluation of various acquisition systems. For example, the ability
to show stability in the large or convergence to s small region near
the equilibrium position is a powerful result in scquisition control
system design. This approach slleviates the usual brute force attack
on such problems which result in extrapolating the results obtained
for a certaln set of points in state space to the whole space. This
importent result has been sccomplished for particulsr acquisition
situatione discussed in Section IV and Appendix A.

Control system design end analysis is complemented by use of
digital and analog computation for processing complex algorithms
and/or providing simulation of the dymamic characteristics of the
system. This will become particulerly apparent in later sections of
this report where both approaches have heen exercised. Machines
become invaluable aids in the analysis of acquisition systems and e
following section will deal particularly with the constraints on
implementing and interpreting such studies. It will be left to
Sections V, VI and VII to discuss the actual results from particular
machine-gided studies of acquisition systems.

The third consideration is important from a practical point
of view. The actual physical situation must be ever present in
the design approach. If an acquisition scheme can be designed
to be optimum in some way, and yet the corresponding control
law is not physically realizable or is overly complex, the system
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design has little meaning. Conversely, if a system with given sensor
characteristics and control laws is to be studied, but the representa-
tion of thege quantities is highly complex using a glven set of state
variables, the analysis task becomes heavily impaired simply in terms
of writing the state equations. These problems are by no means
remote, and will be discussed in detail.

3.3.1 Analytic Considerations

There are several lmportant congiderations when discussing the
applicability of a particular parametric representation of satellite
attitude for analysis. The most important concern is the complexity
vhich the equations assume under various formulations. Contributing
to this complexity are the number of state variables, the symmetry
of the resulting equations, and the manner in which various control
laws or torques must be written. It is clear that hand analysis and
manipulation using a system of equations with the nine direction
cosines in conjunction with Buler's equations would be overly tedious,
as the state vector would have twelve components. The use of the
Gibbs vector, however, might provide a simpler approach. Here only
six state equations are necessary, and certain symmetry is still
malntained in the formulation. Euler parameters also could be used
with some degree of ease, as only seven state variables are involved
and symmetry in the formulation is evident.

It is important to realize that the analysis approach to
complex control problems does not usually seek the explicit solutions
to the state equations. Rather, technigues are used to determine
behavior or obtain control laws without explicit solution. Therefore,
the problem of visualizing the solution or transient motion of the
system appears to be of little importance in choice of a set of variambles
with which to work the analysis problem. For example, if stability
in some pense is to be proved using Lyapunov techniques, it is important
only that for some initial point or region in state epace, the



solution be shown to be forced to a particular defined region about
the equilibrium point. It is only important, then, that the final
state of the system have meaning, as the explicit motion is of little
importance for such a problem. Therefore, a set of kinematic
variables which will result in mathematical simplicity may have some
real advantage in application tc such problems. Two particular
examples which apply powerful analytic control techniques to the
acquisition problem are discussed in Section IV and Appendix A. The
first deals with a one axis acquisition problem. The kinematic
representation employed is a set of three direction cosines which
relate the three body axes %o an inertially fixed reference axis.
Asymptotic stability in the large 1s shown using the Second Method
of Lyapunov. The second example deals with three-axis acquisition
and stability starting from any initial state. The components of the
Gibbs vector are used to represent the attitude of the system and,
although the variasbles themselves are unbounded, certain conditions
are placed upon the Initial state such that stability in the large

may be shown for such a system.

Computing machines become helpful in solving the analysis
problem as tools to carry out an algorithm which would be too complex
or tedious to carry out by hand. An example of such usage would be
the computation and manipulation required in solving matrix equatiomns,
e.g., computing the inverse, determinant, eigenvalues, etc. This ie
computational labor which may be alleviated using a computer to carry
out the manipulations. The digital computer is used in such a fashion
for some of the analyses detalled later in this study. One particular
example is the use of the digital computer to obtain the region in state
space for which a certain given function satisfies the property of
being positive definite. When using a machine in this way, 1t is
important to keep the order of the system (i.e., number of state
variables) to a minimum. The compelling reason for this is to mini-
mize the machine computation time which is necessary to perform the
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required operations. This time increases rapidly with an increase

in the order (i.e., dimensionality) of the system. For example,

if a sixth-order state space (the minimum order for the acquisition
problem) must be searched to obtain a region, this is considerably
simpler and less costly than searching, for example, a twelfth-

order state space. Again, for this application, the explicit motion
of the system ig not required, and minimizing the order of the system
becomes of concern to minimize the cost of running the program. This
particular application of computing machines, then, is essentially
carrying out the manipulations which are required from the application
of some of the more powerful analysis techniques. Another important,
although considerably different, approach to using machines is
discussed in the following section.

3.3.2 B8Bimdation Considerations

An important way in which computers (both digital and analog) are
used is in simulation of the actual system dynamics, i.e., obtaining
the explicit sclutions of the equations of motion. There are a number
of problem constrainte which must then be considered. It is important
to minimize sclution time and computer cost, to maintain good
accuracy in the solution, and to be able to interpret easily the
motion of the system. Two references, DeBra[l?]and Robinson[;6], deal
particularly with such problems. DeBra is particularly concerned
with the applicability of various parametric schemes for representing
attitude to solution by digital quadrature. Further discussion
involves deterﬁining the error which results from digital solution
and vhat type of integration algorithm is particularly sultable to
the dynamical problem of satellite attitude control. Robinson is
more concerned with the comparison of various methods, particularly
four-parameter methods, for analog simlation. The following dlscussion
is particularly indebted to these references.
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In considering each of the more important parametric representa-
tions discussed earlier, both the Euler angles and (ibbe vector appear
to be unsuited for simulation purposes. Althoughthe integration of
Buler angles is straightforward and only three equations are involved,
the important singularity results in loss of accuracy and the use of
trigonometric functions makes computation slow. The Gibbs vector,
although having been of some convenience for analytic work, also
possesses a singularity which leads to similar difficulties in
unboundedness and loss of accurscy in simulation.

The use of direction cosines or Euler Symmetrical parameters,
however, appears attractive. Several procedures can be implemented
to obtain the time solution of the attitude using direction cosines.
Mathematically, the complete transformation matrix can be obtained
using three non-zerc elements and the sign of a fourth. However,
Robingon was unable to obtain a computationally stable scheme for
solution on the analog computer using less than six integrations.

It appears, therefore, that six of the direction cosines must be
integrated and the other three obtained using algebraic relationships.
In writing the equations, conditions mnust be applied to maintain the
unity magnitude and orthogonality of the elements of the matrix.

This correctlion scheme is necessary due to errors which bulld up
during digital numericel integration procedures or to probleme of
drift which occur during analog computation. Robinson delineates a
method of correction which, although applied particularly to analog
computation, might equally apply to the analogous problem in digital
integration. The equations, including the correction terms, are
given below:
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The k terms on the right-hand side of the first six equations are the
required correction terms. The ki are the error coefficients, and
are adjusted to maintein small error and computetional stability.

DeBraLFﬂcontends that such a procedure is lengthy and unnecessary,
and that when errors are small, first brder approximations may be
used. He suggests an averaging process that, hopefully, will reduce
the integration errors. Averaging procedures are discussed that
force the averaged direction cosines to satisfy the normality condi-
tiong and therefore come closer to satisfying the orthogonality
conditions. Both cases are discussed where either all nine glements
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or only six elements are integrated. This approach, of course, is

based on the assumption that the errors are small.

The Euler parameters, however, appear to offer the greatest
potential for implementation. A% most, each of the four perameters
would be integrated and the constraint given by Equation {3.51) used
to check and correct the magnitudes of the integrated parameters.
These parameters share an advantage with direction cosines since
there is no singular point with which to cope and simple algebraic

equations are involved rather than trigonometric functions.

A further point of comparison becomes of conslderable importance
if many coordinate transformations must be accomplished. The use
of direction cosines, of course, is by far the simplest method to
obtain a vector transformation since only the elements thenm-
selves are required, as is apparent from Equation (3.13). When
using Euler parameters, however, certain functions of the parameters
nust be precomputed in order to determine the transformation. This
is clear from consideration of the matrix in Equation (3.53). This,
of course, gives a slight computational advantege to the use of
direction cosines if many vector transformations are to be computed.
However, the savings in time for performing only four integrations
using Euler parameters as opposed to six using direction cosines should
considerably offset the time to compute the elements of the trans-
formation matrix. This yields an overall greater efficiency in the
use of Buler parameters as the kinematic representation for simulation

of the acquisition problem.

A further consideration for purposes of simulation is the
ease with which the motion may he visualized. All the systems of
representation which have been considered are quite good for visualiza-
tion of small angle motion., In fact, for small angle rotations both



the Buler parameters and the Gibbs vector as defined become equivalent
to one-half the corresponding Type I Euler angles, i.e.,

e
~ ~ 1
a =8 =3
e
o ~ 2
p = ==
o (3.95)
r%"cﬁé—-—-s—e
X = 1
Similarly, the diagonal elements of the direction cosine matrix
become unity and the off-diagonal elements satisfy the equation
8y = - aji (3.96)

vhere the aij may each be associated directly with a Type I Euler angle

&8s shown below:

[1 0. -o_|

n2

A 6, 1 9 (3.97)

L 02 -0 1

For large angle motions the direction cosines end Euler parameters
provide the eaplest visuallzation, although each system takes some
experience for rapid interpretation. An example may help to 1llustrate
these representations of the motion. Constant rates of one-third, one-
half, and one cycle per gecond have been placed about the body fixed
il’ 52, is axes, respectively. The resultant motion is depicted using
direction cosines in Figures 3.1 through 3.3 and Buler parameters in
Figure 3.4,
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Recalling the definitions of the Buler parameters from Equation
(3.50), it can be seen that §, 7, and { are directly proporticnal to
the componente of the eignnvector‘@ as resolved along the body axes
il’ §2, and i3. The instantaneous position of the axis of equivalent
rotation, therefore, can be easily visualized. The fourth parameter
¥ is, by definition, the cosine of half the equivalent angle of
rotation and may again be easily visualized. For the particular
motion pictured, note that for all time, T = % . Therefore, the axis
of equivalent rotation always lies in a plane containing the X axis
and rotated +64 degrees from the ia axis. The position of the body
can then be quickly established for any time and the overall motion
vigualized. The direction cosines are somevhat more difficult to
vigualize, as it is necessary to coordinate the variation of more
quantities. It can be seen that the By 4 (1 £ j) are equal except for
the phase angle. Also, a33

have a positive bias. Coordinating these facts may then

is alweys positive and the elements 8y,

and 850
yield a reasoneble visualization of the satellite motion. It becomes
apparent, however, that the use of Euler parameters facilltates the

visualization of large angle motion.

Other plots alsc can be very useful. For example, a plot of &
VS. ajk yields a projection of the motion of the tip of the EkI
unit vector in a plane normal to the X, unit vector. This is parti-
cularly enlightening when deeling with problems employing sensors or
optical scanners. Similar sort of plots involving the Euler parameters
may also prove helpful. Individual experimentation can be used to
yield displays of particular usefulness to the analyst.

Table 3.1 provides a bhrief capsule summary of the preceding
discuesion relating the suitebility of various kinematic representa-

tions for machine-aided analysis and simulation.
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3.3.3 System Representation and Realizabillty

It is important in the analysis and simulation of the acquisition
control problem to consider the constraints on the representation and
physical realizability of the system. An inherent constraint is
present in the design since control laws are required to have some
physical meaning which can be incorporated into actual hardware
implementation. For example, if a system is to be optimized in some
sense, the control law obtained must be physically realizable to
have any real application. This section, then, will deal with the
representation and realizability of sensor ocutputs, control laws, and
external torque sources in relation to variocus kinematic representa-

tions.

An important consideration in implementing a suitable analytic
representation of the acquisition problem is the mathematical complexity
necessary to adequately represent the required sensor reference frame
for Implementing certain control laws. Consider the regquired reference
frame whose physical charascter will, in general, be determined by the
nature of necessary sensing devices. For inertial references, devices
such as star trackers, gyros, and sun sensors may be utilized. For
orbiting vehicles, where orientation with respect to the local vertical
may be required, some form of earth sensor would be more suitable.

It is the output quantities of such devices which are required as
control signals, and as such must be realizable in some tractable
analytic form.

A Bimilar situation arises when atiempting to describe various
torque sources which act as disturbances or may be utilized for
control. BSuch torques may be internal (those which do not change
the total vehicle angular momentum, e.g., reaction wheels) or external
{those which do change the total angular momentum). Further, the
external torques may arise from natural sources (such as the earth's
gravitational and magnetic fields) or be vehicle-generated (such as
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obtained by mass expulsion systems). A number of acquisition systems
which are acted upon by various combinations of the above-mentioned
torque sources and utilize particular sensor or reference frames are
discussed in this section. Considered are the representation of
sensor and scamnner outputs, control laws for various systems, and
the representation of ambient fields.

One need not pursue the problem very far before discovering
that the use of direction cosines appears as the simplest and most
gtraightforward manner to describe analytically such guantities as
sensor outputs and control torques. This is to be somewhat expected,
considering the great redundancy inherent in such a choice of variable
formulation. Nonetheless, the disadvantages of complexity in the
analytical representation {(e.g., twelve equations) must be weighed
with the rewarde in the reduction of dimensionality of the problem.

Consider the natural way in which certain kinematic representa-
tions arise. In the use of direction cosines, for example, consider

the two elements a The first is representative of a

13 23

measure of the plane angle between the x3 inertial reference axis

and the xl body axis. The second, a23, is reprsentative of the

plane angle between the igzinertial reference axis and the ie body
axis. Using these guantities, therefore, one may relate the position-
ing of the x body axis to the xg: inertial reference axis. If the

X, axis were to be controlled to point along x3 ) 3 and a23 mey

rgpresent directly quantities proportional to the outputs of sensors
which measure the error. These quantities, however, will yield no
information concerning position measured about the §3 axis. Note
that the same sort of development could be extended to any of the

three body axes.
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In e similar way, the Euler angles are very naturally represented
as gimbal angles and are commonly used for control and navigation in
airplane, missile, and shipboard systems. The singularity inherent
in such a system, however, places constraints upon their use. For
example, in missile application the middle gimbal angle is restricted
below some value and flight maneuvers must take this into account.
Systems using four gimbal platforms heve been used in aircreft and
some boosters to achieve all-attitude capability. The mechanizsation,
however, is essentially done by "slaving" the redundant gimbal to
the middle gimbel to avoid the singularity problem. This represents
more of a servo design problem than a useful epproach to kinematic
representation. Because this particular set of variables appears
unsuitable for the acquisition problem, their use is precluded for

the remalnder of this discussion.

The Euler parameters and components of the Gibbs vector appear
to have no direct relation to physically sensed quantities. However,
functions of these parameters may be related to sensed quantities which
are easily recognizable. The components of the matrices in Equations
(3.53) and (3.87) may each be associated directly with a direction
cogine and thus represent a single sensed quantity. Other equations
and functions of the parameters may characterize a combination of
sensed quantities involving more than single axis observations. It
is c¢lear, however, that the direction cosine elements are of primary

importance in obtaining physically realizable sensed quantities.

In order to minimize confusion for purposes of illustrating
particular control laws, only the direction cosine elements &13 and
a23, and their representation in other parametric systems will be
dealt with. Of course, these results may be generalized to any



set of elements using analogous relatipns and identities. The use
of Euler parameters results in characterizing these particular elements

a8

]

a3 = 2 (80 -m)
(3.98)

o3 = 2 (¢ +&)

]

3

By direct differentistion, the rates of change of the elements are:

iy = 2 [ef +EC - (e M0
(3.99)

1l

a

23 2[né+ﬁc+(§x+§i]

The quantities in Equation (3.99) are representative of "derived rate",
and are used in a number of control laws to provide the damping term.

Similar results may be obtained using the components of the
Gibbs vector. From Equation (3.87):

(3.100)

- 2 [(1+a?+52+r2)(0&+6t:é) - 2(ar-ﬁ)£aﬂ+ﬁé+r%ﬂ
13 (:|.+(;1?~|-52+r2)2

[+ 1

(3.101)

. 2 [(l+a?+s2+ra)(gf+ér+&b 2(Brsa) (abnpdori)
23 (1+d2+52+72)2

-]
[}
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As an example, & particular type of control law is defined which
might be considered typical for an acquisition system. Two forms
of the basic law are given, both employing position information
using direction cosines, but differing in the use of a rate dependent
term. 1In one case, the measured body rates, wa, are used whereas in

the second case the "derived rates,” &.. and 623, supply the necessary

signal. These so-called ”proportionallglus lead" control law formu-
lations are given in Table 3.2 expressed equivalently inwarious
kinematic sets, where ui is the control law for the ith axis, and the

ay are "gains". It is clear that the complicating factor in expressing
such control laws is the "derived rate" term. Control laws employing
body rate information are not greatly complicated by expressi ng direc-
tion cosine control laws in terms of other parametric representations.
Section V deals in greater detail upon actual control law formulation,
whereas what is presented here is merely an example of obtaining

eguivalence among various kinematic representations.

It is obvious, however; from Table 3.2 that some control laws which
are expressed in a simple fashion in terms of direction cosines can
become quite complex if expressed in terms of other kinematic
representations. It may be of interest; therefore,to consider control
laws formulated directly in terms of the various kinematic parameters,
i.e., control laws based directly upon Euler parameters or components
of the Gibbs vector. Consider the usefulness of the following

guantities for control law formulathion

o 1
—2 - Ex = (a,, - a,.)
TP agRy? L Va3 7 %32
—f - omx = L(a, -a.) (3.102)
1+cz2+32+'r2 L Y31 13
T 1
l+o?+52+72 e &l
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The quantities on the right are, of course, functions of the direction
cosine elements and provide the clearest relation to physical
implementation. The use of the quantities on the left, although
complex to measure, may have much to recommend them because of the
relatively simple representation when using either Euler parameters

or the Gibbs vector as the kinematic characterization. An example
control law may take the form

=
It

L PRUARC P
s = Oy (Ex +ay, o) (3.103)

Uy T %y Oy

At this point, however, such control laws have not been investigated

=
n

since the mogi important emphasis has been toward achieving a greater
gimplicity in the physical systems rather than the analytic representa-
tion - and correctly so. However, it may be of future interest to
pursue such systems, particularly in light of Mortensen's example

(see Appendix A) where the followlng control law was found to yield
asymptotic gtability in the large.

)
"

1 @, o +a, (1 + o? + ﬁe + r2) o

2 Ay @y + Gy, (14 F+f+P)p (3.104)

=
i

2 2
ug = Gy 03+ gy (2 + o+ B+ ) r

Experimentation with such systems may lead to increased simplicity and
& greater ability to achieve the desired performance for an acquisition
system.

As seen from the discussion on formulating control laws for an

scquisition system, a problem of undesired complexity may exist in
writing the equations of motion in terms of some particular attitude
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characterization. This is directly related to the problem of vector
transformation discussed in an earlier section, and is increasingly the
cage when control torque sources are included. The torque sources of
particular interest, and those which are included in the discussion
below, are gravity gradient, magnetic, solar, and aerodynamic. The
first two are of particular concern to the acquisition problem because
of presently demonstrated capability of using such sources for acquisi-
tion control. The latter two sources have been employed for "normal-
mode" stabilization, and may be of interest in the future for acquisition
problems. To demonstrate the complexity introduced to incorporate these
control torgue sources, the general form of the required equations is
glven in Table 3.3 using the elements of the direction cosine matrix
as the kinematic variables. The A, j &xe (constant and time varying)
coefficlents which are vehicle and mission dependent and are not

given explicitly since only the form of the equations is important for
the present purposes. If these equations were to be expressed in
another kinematic frame (e.g., Buler parameters or the Gibbs vector),
the complexity will increase considerably due to the increased algebrs
involved. Thia is evidenced by referring to the matrices in Equations
(3.53) and (3.87). For gravity gradient torques, the use of other
kinematic representations will not add great complexity, as the
equations are quite simple in terms of direction cosines and involve
only three elements. Magnetic torques become more complicated since
all elements of the direction cosine matrix are involved. This is

a direct example of the problem involved to perform vector transforma-
tions, since the equations simply reflect a transformation of the
magnetic field components from an orbital reference coordinate system
to the body fixed reference coordinate system. Similar ecmments

apply to both solar torques and serodynamic torgques, although additional
complexity is introduced since the basic equations themselves are more
involved. As would be expected, expressing these equations in terms

of Euler parameters will require less complex expressions than using
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TABLE 3.3

EQUATTIONS FOR VARTOUS CONTROL TORQUE SOURCES EXPRESSED IN TERMS
OF DIRECTION COSINES AND VEHICLE PARAMETERS A

Gravity Gradient Torques

g = A %a3 833

T = A

&2 21 ®13 %33

g3 = A 13 %3

Magnetic Torques

=
It

Ay By YA, By H A B Ay A

i3

'l Al5 a.32 + A16 aB
Tao = Ay 8y * Ay, 8yp tAyg 85 T Ay, ag) F Ay 8y t Ay 8y
Tz = A3 8y *8gp 8p FAgg gt Ay 8y F Ay B, +Agg 8y
Aerodynamic Torques
Ty = Apyag [og|+ A12'*"21["33. + “13“31(1'“312)1/2*"‘ 4o (1magy 22
Too = Aty [og|* Axpty e *23“31(1'“31 l/2‘”“21+°‘11(1""3,1 /2
Toy = Aqta o]+ Agptyy [e + Ay3en (-2 A NCE
Solar Torques

T, = All (Ahla'31 + Ah2a32 + Ah3a.33) |Ahla31 + Ah2a32 + Ah3a33|

+ A, (A ey + A e, +458,,) [Ahla3l + Aotz t Ah3“33|

+ A13 ("‘hla31 + Ah28‘32 + Ah3a'33)[1'(khla3l + Ah23'32 + AJ+39’33
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TABLE 3.3 (Continued)
211/2
+ Alh (Ahlaal + Ah28'22 + Au3a23)[l-(Ahla3l + Ah2a32 + A1+3°'33) ]

A 5 (Ahlaal + Ay B, + “h3‘23)(“h1“31 + Ah2a32 + A’*B a33)

Tep = Ay (Ay180) + A8, + A qa ) A e + Apey, + Ah3“33|

Ayy (Mygag) +Aaz, + 450, ) A a0, + A 8, + Ay 8., I

an/2

Rag (g + APz + Ay3eg3)l 1Ay e 31 * Mgty * Mgty) |
211/2

+Ay, (Aga), + A8, + A e ,) - “(hyyag + Ay + Aygas0)°]

(Ahl 11 ¥ Ao Alr3°‘13) (Ahl"'al + A8, 4 Ah3a33)
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the Glbbs vector because of the redundancy in the kinematic formulation.
For machine simulation studies, this additional complexity does not
become too great a problem since the elements aij may be formed
directly and substituted in appropriately at each instant. For
analysis studies, however, the complete equations must appear directly,
thus adding & computational burden. This additional complexity of
manipulating an algebraicelly cumbersome set of state equationsa may
then lead to increasing the order of the system (e.g., using direction
cosines instead of Euler parameters or the Gibbs vector) in order to

proceed.

3.3.4 Conclusions

In dealing with the dynamic and various kinematic state equations,
it becomes evident that particular characterizatlions of the acquisi-
tion state equaticons should be used for particular classes of problems.
For example, when considering control of a single axla, three direction
cosines combined with Euler's dynamical equations yield the beat and
most useful formulation. This is true, in this case, for both analysis
and similation of acquisition. Por three axis control, several
formulations appear suitable. For analysis, the use of the Gibbs
vector or Euler's symmetrical parameters yleld suiteble representa-
tions with low dimensionality. If characterizing the system becomes
burdensome due to the complexity of the algebra resulting from these
particular representations, then the use of direction cosines may
allow the problem to be tractable even with the attendant increase in
dimensionality. For simulation, Buler parameters and direction
cogines are the most suitable representations. The Euler parameters
are recommended because the advantages of a lower dimensional state
vector will normally be greater than the disadvantages due to lncreased
algebraic complexity in carrylng out vector transformations.

100



The discussion on physicel realizability makes clear the
important role of the elements of the direction cosine matrix.
Representation of these quantities with other parametric variablies
is straightforward, even though considerably more complex, and for
machine studies and much hand anslysis should not be overly cumbersome.
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SECTION IV

AN ACQUISITION SYSTEM

4,1 Introduction

In this chapter, consideration is focused upon a specific
acquisition system for which, under certain conditions, asymptotic
stability in the large can be proven. The acquisition under consid-
eration is that described in Sections I and II, namely the removal of
the satellite angular momentun while pointing cone of the satellite
principle axes to an inertial reference. This type of acquisition
was studied in detail by T. G. Windeknecht [18], whose results are
surmarized in this chapter. The control law utilized to perform
this mission assumes the use of three ideal linear external torque
gources, such as proportional gas jets. Body kinematic information
consists of angular velocity measurements along each principal axis,
and attitude information is provided in terms of the direction
cosines relating the axis to be pointed to an inertially fixed
coordinate set.

The body attitude can be convenlently described by relating the
right handed, orthogonal body-fixed set which form the principal axes
to & similar inertially-fixed set which possesses an axis, x3R,
pointing in the direction of the desired satellite orientation. Denoting
the former coordinate set by (xl, Xp) x3) and the latter by (le, xaR,
x3R) , an orthogonal matrix (a.i J) can be used to describe the vehicle
attitude as in Equation {3.13). For convenience thig transformation

is repeated here.

_ _ 9
a8
X 81 &2 13| | %1
X = |a a, a R (%.1)
2 21 port) 23| (%2 .
X a a a X R
| 3 L 31 32 33 L3
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It is clear that once the body is properily aligned, 3.13 = a23 = 0,
233 =1 while the remaining elements of (aiJ) can have any value
subject to the constraints imposed by the orthogonal matrix.

Before considering this acquisition system in detaill, a somevhat
pimpler system will be analyzed.

4.2 Momentum Removal
The acquisition requirements in this subsection are such that the

final orientation of the satellite is immaterial. The only considera-
tion of importance is the removal of the satellite angular momentum.
Since the requirement involving the final orientation of a specific
body principal axis is lifted, the analysis of this system is con-
siderebly easier.

k,2.1 Dynamic Equations of Motion

It Wy By, and m3 represent the projections of the body angular rate
® on its principal Xy Xps x3 axes respectively, and if Il’ 12, and 13
are the corresponding moments of inertia, the dynamical equations
are of the conventional Bulerian form of Equation (3.7). The three

scalar components can be written as

Lo = (12-13) s + M
I, c.ua = (I3-Il) Wy + M, {(4.2)
I, o

3®3 = (11—12) ww, +M3

wvhere a super dot denotes differentiation and Ml, Me, and M3 are the
control torques along the axis in question.
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4,2,2 Asymptotic Stability in the Large

The most convenient way to establish sufficient conditions such
that (“ﬁ! W, s wé) tend to (0, O, O} is to employ the Second Method of
Lyapunov. That is, if X = (w), @, w3), a scalar function V(x) with
continuous first partial derivatives is sought such that

(1) V(E)>0 forigd
(1) v(d) =0
: > (4.3)
(111) V(x) <0 1ifr x¢ 0
(iv) v(x)~o as ||x|] = J

For the problem at hand, the following function is considered
2 2 2 2 2 2
Vo= L e+ e 4 I3 wy (bok)

Clearly this function satisfies conditions (i), (i1) and (iv) of
Equation (4.3). Condition (iii) can be checked by time differenti-
ating Equation (4.4) and utilizing Equetions (4.2). The result is

v o= 2[IlmlMl+Iaw2M2+13w3M3] (4.5)
Thus a sufficient condition to satisfy (11i) is that

@ M <0 (i=1, 2, 3) (4.6)
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or, in other words, each body axis torque should be opposite in sign
to the corresponding'body rate.

A specific example of Equation (4.6) is to set
M, = -~k o (i=1, 2, 3) (%.7)

where ki is & constant for each i. The practical implementation
of Equation (4.7) then utilizes a rate gyro and a linear torquer on
each body principal axis.

Note that the Lyapunov function defined by Equation (4.h4) is
merely the inner product of the snguler momentum vector with itself.
Denoting the magnitude of this vector by H(t), it is possible to
bound the decay rate of the anguler momentum in this example:

-7 (t=t ) -1 (t-t_)
e £ O S%Se woo (4.8)
H(t
) s
where W
2 2 2
Il +I2 +13
Tu = Y
1
( (4.9)
T = 72
3 ky I, + K, I, + k3 13
and
y; = min (kl I, k, I, k3 13)

) {4.10)
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Utilizing Newton's rotetional law directly, it is possible alsc
to place a lower bound on the fuel consumed to remgve the momentum.
T™is lower bound is clearly proportional to H(to) itself. In fact,
H(to) gives the greatest lower bound since a very large torque co-
linear and opposite to the initial angular momentum vector will
instantly reduce the momentum to zero before the body has had an
opportunity to move. Clearly the integral of this torque is the
impulse required and equals H(to).

If a body axis requires pointing in addition to removing H(to),
8 greater fuel penalty must be paid. This type of acquisition system
will now be considered.

4.3 One Axis Acquisition

The requirement that a specific body axis must eventumlly point
at some fixed reference point involves consideration of the direction
cosine matrix given in Equation (4.1) in order to aptly describe the
vehicle orientation. Actually, only three elements of the matrix (a.i J)
mist be determined in order that the body x3 axis be completely
described relative to the fixed inertiel set. These elements, a.13,
a.23, and a.,. are easily determined via the kinematic equations of

motion.

33

4.3.,1 Kinematic Equations
Equations (3.43) can be written

313 = -cua+a)2ﬁ+u>3a23

Bay = W -0y B - wy a4 (k.11)
P = 0 By3 =y 85

vhere

(h.la)
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4.3.2 Control Law

Tt remains to select g control law, namely, to precisely specify
M, M, and M3 of Equation (4.2). In attempting to esteblish the
proper control philosophy in orienting a single axis, Windeknecht
demconstrated the desirability of incorporating in Mi a term proportional
to -a23 and including in Mé a term proportional to 313. The results of
Section 4.2.2 indicate that rate dependent terms should also be included

in the driving torques, and thus the following control law is suggested.

y

M = ko -c,ay,
M2 = -ka w, + ¢ al3 { (4.13)

u
*
]

My = kyag

Equations (Lk.2), (4.11), (4.12), and (%.13) completely describe the
problem being analyzed. Interest is now focused upon the stability of

this system, namely under what conditions (wi, ab, aé, 313, a23, B)
approach zero with increasing time.

4.3.3 Asymptotic Stability

As in Section 4.2.2, the aim is again to establish a Lyapunov
function in order to prove asymptotic stability in the large; that
is, to find & function V(x) which satisfies Equation (4.3) where in
this case x = (aﬁ) (s W3y 8135 85y B). The corresponding linear
system suggests, as a possible candidate function

_ 1 2 2 2
v =3 [Il @+ I2 Wy + I3 ab

+28 Lo Baq - 2 A, I, w, 85+ 2B BJ (k.14)
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vhere Al, A and B are constants which remain to be specified. If the
norm || || is chosen to be the Buclidean norm, conditions (ii) and
(iv) of Equation (4.3) are immediately satisfied. By the familiar
process of "completing the square,’ Equation (4.14) can be rewritten

in the form

2
1 [I (ml+A.la23) + I, (w w, A, 13) * I3(1)3
+ B a‘g + (B-IZAEE) a13 + (B- -1, 12) a232] (4.15)

from which it follows that V is positive definite (condition 1), if

B>IlA12>0

2
B> 12 A2 >0

It remains to consider condition (iii). Differentiating
Equation (4.14), and utilizing Equations (%.2), (4.11), and (4.13);
then employing the arbitrary constraint

(4.16)

B = Ak +¢, = Ak, +c) (4.17)

and finally employing "completing the square" techniques again, the

result is
2
: . al3[A21 + (A -A, ) I ]
- L, + w
SA L egg)e 2Tk, - A T, a331 3
a [A I + (A2 -A, ) I, ]
+ (k ) Jw, + 23 +
2 " A I 833 2 2 [k ~A, I a 33 @3

(Equation continued on next page)

108



2

2

e (A, I+ (Al-Aa) 11]
3 E[kl - Al Il aég]

2
2

In [k2 - A2 12 a33J

2 2
+ A c, By * A, o 83 (4.18)

Sufficient conditions to insure the positive seml-definiteness of
v (this is adeguate since ¥ = 0 occurs only at x = O or at unstable
critical points) can now be deduced. These conditions combined with
Equations (4.16) reduce to the following requirements for satisfaction
of Equation (4.3).

AL k. +c, = A K, +c, = B

k., > A, I, > O > {4.19)

c > 0

2
L“a I, + A (13512)]
4 \ka - Aa 12)

A, I +A, (1.-1.)7)°
e x DA T

+
3 Wk - AT

y

This gives the final result. The single-axis-pointing acquisition
system described by Equations (4.2), (4.11) and (4.13) is asymptoti-
cally stable in the large to the origin provided Equations (4.19)
are satisfied. It should be noted, however, that these conditions
are merely sufficient to insure this result, but are not in general

necessary.
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4.3.4 Parameter Variations

From the standpoint of physical realizability it is desirable
that asymptotic stability in the large be attained for small values
of the constants k., k2, k3, Cys and c, otherwise, severe constraints
may be placed upon the required saturation levels of the control
system physical hardware. Conditions (4.19) can be used to study
this situation.

First of all, it is clear that ¢y and ¢, can be selected
arbitrarily small, but positive, without affecting the system
stability. A practical lower 1limit for these parameters is thus
dictated by the system response time requirements. On the other
hand, arbitrarily small values of all five parameters cannot be
implied from Equation (%.19) unless c, and c, are equal. From a
practical standpoint, this condition cannot be guaranteed and thus
finite values of the rate gain constants are required to satisfy
Equation {%.19).

The interpretation of Equation (4%.19) is dependent upon A, and
A2 which are not system physical parameters. A more practical insight
1s obtained by considering computer solutions of this mequisition
system, deriving therefrom such information as convergence time and fuel

consumption. This is one of the tasks considered in Section V.

4.3.5 Conclusions

The one-axis-pointing acquisition system utilizing the control
law of Equation (4.13) has been demonstrated to possess asymptotic
stability in the large under suitable restrictions of the control
parameters. This is a highly significant result in that stability
information regarding a given acguisition system is generally very
difficult to obtain by analytic means, and the trial and error
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approach based upon computer solutions is normally the only

general method of obtaining some gort of stability confidence. This
latter method is not foolproof. Thus, from a purely operational
viewpoint, if the appropriate equipment is judged suitable for the
application, there appears to be no strong motivation for adopting
other control forms for most acquisition systems requiring the
pointing of e single axis. If cost and reliability constraints are
very severe, it may be desirable to alter the control law of Equation
(4,16) to form a more suitable to the preferred sensing and control
equipment. The comparison of systems employing different sensing
and torquing methods is the subject of Section V.
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_ SECTION V
ACQUISITION SYSTEMS COMPARISON

5.1 Idealized Proportional System

5.1.1 Description

The acquisition system described in Section IV was selected as a
reference system for the comparison studies discussed in this section.
For this ideslized proportional-torque system complete stability was
established for significant ranges of the system parameters. Therefore,
parameter variations required to establish optimal control with respect
to various criteria can be accomplished without undue concern for in-
stability. Additionally, control gein changes, as effectively intro-
duced by torgque or sensor saturation, would not be expected to affect
the proven stability seriocusly. As additional modifications are
incorporated into.the idealized design the probability of instability
is greater. However, in that case the concepts described in
Section VII appear practical in continuing to gusrantee the stability.

Although the idealized proportional system of Section IV is
physically realizable, at least for bounded initial conditions, its
implementation for practical application may require more than
minimm welght and power and less than attainable system relisbility
(from utilization of proportionml torque sources). Therefore it is
desirable to investigate the effects of more practically impleme;ted
torquing and sensing systems on performance. In any case the ildeal
syatem can be used ag s reference for comparison with the common types
of acquisition systems where: 1) bang-bang control of the mess ex-
pulsion torquing system is utilized, 2) attitude information is ob-
tained from saturating sensors or gimbal angle pickoffs of inertially
referenced platforms, and 3) rate is sensed by rate gyros, computed
via suitable body rate approximetion formulae, or derived via
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lead~lag networks on the attitude errors, or obtained from scme
combination thereof. The purpose of the comparisons described in this
section is to determine the relative performance of various systems
comprised of these characteristics. In this wmy the relative worth

of the idealized proportional system as opposed to one of the more prac-
ticelly implemented modifications can be established. Additionally, the
significance of the modifications within themselves can be evaluated.

In the simulation study comparing various acquisition systems,
the idealized proporticnal system was first simulated in the previously
described form where the roll and pitech axis control signals are ob-
tained from rate gyros and ideal linear direction cosine sensors to
produce a linear proportional control torque. The study assumes that
only the minimum nertie axis (ya.w) is to be pointed, hence the yaw
control torque is linearly proportional to a yaw rate gyro signal. 1In
gll of the systems investigated, the yaw gyro was nlways included as a
fixed system control law.

The dynamical equations of the idealized proportional system,
Equations (%.2) can be written normalized Lo I, as

ca, = (1-p) w, Wy + 7,

By = (p-) @ O3+, | R
& 5‘3 = (u-1) @) @y + T,

where the subseripts 1, 2, 3 refer to roll, pitch, and yaw axes,
reppectively, and

@, - body rate sbout the i-th principal inertia {control) axis

1
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Y. - proportional control acceleration about the i1-th axis, I

o

i
a = roll to piteh inertis ratio
B = yaw to pitch inertia ratio

Note that the L terms have dimensions of rad/sec2 since they repre-

sent control torque to piteh inertia ratios. The control acceleration
terms can then be expressed as

= =k - )

Y1 5 %% 7 ¢) 8y

T, = kywy +c,ag F' (5.2)
= =K

¥3 3%

where
k., - normalized roll rate gain, sec

normalized pitch rate gain, gsec T

k, -

k3 - normalized yew rate gain, sec“l

c, - normalized roll position gain, sec™2
c, - normelized pitch position gain, gec ™2

The kinematic equations are given by Equations (3.43) as

B13 T @3 8p3 7 @D Bgq W
Byy = @) Bgy =Wy 8y ) (5.3)
a

33 T %o 83 T @ 8yg

J
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The normalized impulse (In) and the convergence time (tc) are
nominally assumed to he the acquisition systems' error criteria.
Assuming equal gas jet lever arms, the normalized total impulse over

the acquicition time interval tc is defined to be

Lo 3 )
I = J JE |Ti[ at see™ (5.4)

In the subsequent comparison of the acquisition systems, the sysfem
gains were varied for each new case with the cobject of minimizing a
combination of tc and In through the use of analcg repetitive operation
visual display techniques. To avoid the necessity for obtaining in-
dividual optimal solutions for each performance criterion, it has been
found to be of value to define a weighting factor called the impulse
utilization ratio to aid in the acquisition systems comperisons. Let

the normalized initial momentum vector be defined as

Ht“ (o} = « mk(o) e, +<gy(o) e, + Bmz(o) e,

with magnitude

1/2

th (0]} = {[“ mx(O)JE * &%y(o)]g + 1B mz(O)Jg}

Then, define the impulse utilization ratio (R) to be

As discussed in Section 4.2.2, Ith (o)' is a lower bound on the
normnlized fuel needed fer scquisition. A single performance criterion
(@) which combines the effect of both time and imnulse penalties is
then given by

3 = (tc) {(R) sec (5.5)
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5.1.2 Performance of Ideslized Proportional (IP) System
The idealized proportional system performance is optimized for

system gaine consistent with maximm snalog scaling after appropriate
rate to position gain ratios are selected. Runs were taken for initial
body rates given by

- 3 - (de

(o) = 10 151 8, % (52B)
where each 61 (1 =1, 2, 3) equale either +1 or ~1. Table 5.1 presents
the sverage values of tc, In and ¢ for the eight possible runs implied
by the above equation assuming no initlial attitude error. Similar
results are also presented for a 4 deg/sec body rate in each axis.

TABLE 5.1

IDEALIZED PROPORTIONAL SYSTEM PERFORMANCE SUMMARY
(@ = 1.15, B = .1486)

Case Initial | k .k, k3 ey ¢, Ec(sec) gfn(sechl) #(sec)
Rate

IP-1 |10 deg/sec .25 125 .05 26 65 60

IP-2 | b deg/sec .20 .10 .02 2l .25 ' 53

Example recordings of the above cases in Table 5.1 are given in
Figure 5.1 for Case IP-1 &nd in Figure 5.2 for Case IP~2. 1In Table 5.1
notice that the best position gains, ¢y and e,y VATIY in direct propor-
tion to the initial rates. On the other hand, the best rate gains,
kl, k2 and k3, are neerly independent of the initial rate. Of further
gignificance is that the convergence time, tc, is nearly the same for
the two cases vhereas the normalized impulse varies in direct propor-
tion to the magnitude of the initial rates. For both initial rate
conditions the impulse utilization ratio, R, is about 1.4, The
normalized performance criterion ¢ is nearly unchanged for the two
cases thereby reflecting ite intended insensitivity to the initial
conditions.
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In Figure 5.1, Case IP-1, the initial control accelerations in
pitch and roll are nearly 0.05 re.d/sec2 vhereas in Figure 5.2, Case
IP-2, these initial values are reduced in proportion to the initial
rates. Degradation in the noted performance would be expected if the
maximum available control accelerations were reduced below these com-
manded values. In the next section, the performance is considered
when these constraints are added to the control sources. Other effects,

such as sensor saturation, are also evaluated.

5.2 Direction Cosine Attitude Sensing

5.2.1 Torque Modes

The first comparison of acquisition systems with respect to
the IP system was made by considering torque modes cother than the
proportional mode. Maintaining the control mechanization as direction
cosine attitude information and three rate gyros, both saturating propor-
tional (SP) and bang-bang (BB) torque were utilized with three control
accelergtion saturation levels and the effect on the performance
criteria evaluated. The acceleration levels used are noted in
Teble 5.2+ In each case, the value of the acceleration for the first
saturation level corresponds to one-half the maximum value required in
the idealized proportional case of the previous section. Also shown
in Table 5.2 are the ranges of control law gain parameters found
effective in establishing the best system performance for the systems
to be described.

The results of changing the torque mode are noted in Figure 5.3.
These results were obtained in the same way as those reported in
Teble 5.1 (average over eight initial conditions) for a 4 deg/sec
initial velocity on each body axis. In comparison with the IP per-
formance criteria the proporticnal saturating torque produces a value
of § about 10% higher. Further altering the system by saturating the
direction cosine gensors at 0.7 results in a 15% increase in .
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TABLE 5.2

SYSTEM PARAMETERS FOR ACQUISITION
SYSTEMS COMPARISON

System Parameter Symbol. Range of Values
Roll control acceleration | v, Y11 .0100 rad./sec2
2
Yigp = <0050 rad/sec
2
Yig3 = +0025 rad/sec
Pitch control acceleration| v, Ypg1 = <0100 rad/aec2
2
Yogp = <0050 rad/sec
2
Ypg3 = +0025 rad/sec
Yaw control acceleration Y3 Y3al = L0050 rad./aec2
Y3a2 = .0025 rad/sec2
2
Yig3 = .00125 rad/sec
Roll to pitch inertia ratio a 1.15
Yaw to pitch inertia ratio | B 486
Direction Cosine Euler Angle
Cases Cases
Roll rate geain kl .125k15.205ec'1 .105k1$l.05ec'1
Pitch rate gain k2 .lESkzs,ZCsec_l .165k2$.205ec'l
-1 -1
Yaw rate gain k .00 %.0208ec " |.00 <.015se
g 3 BSk3 551&3 2sec
Roll position gain ey .OlOScls.OZOSec- ..01550'15.08-0aec'2
Pitch position gain e, .0105c2$.0205ec'2 .0.'!.1L$c:25.0h03ec-2
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Finally, by changing to a bang-bang torque mode (with negligible
deadzone) and with the same sensor saturation level, (f), little
further increese in @ results. The total degradation in performance
eriterion from case (b) to (f) is 20%. Other values of ¢ are also
given for lower sensor saturation levels vhile maintaining the

same control acceleration level.

From Figure 5.3 notice that both tc and In are slightly degraded
in the proportional saturating case, as compared to the ideallzed
proportional system. This wes expected, since the saturated accelera-
tion is less than the initial commanded control acceleration of the
IP system.

For s particular saturated acceleration level, the normalized
impulse decreases as the saturation level of the sensors is reduced.
Conversely the time to converge increases. This result was further
evidenced in the optimization study to be described in Section VI.
There the optimal sensor saturation levels within certain constraints

were established.

For a particuler sensor saturation value, both the impulse and
time increase for lower control acceleration saturation levels. This
is evidenced by comparing the general scaling in Figures 5.3 through
5.5 inclusive., Typical recordings of cases (c) and (f) of Figure 5.3

are shown in Figures 5.6 and 5.7, respectively.

5.2.2 Saturated Attitude Sensing

It can be seen that for the relatively large control accelerations,
the elfect of lowering the sensor saturation level is not large. In
Figure 5.4 where the performance criteris are presented Tor the same
conditions as in Figure 5.3, but with half the saturated acceleration
level, the proportional saturating torgue cases are compared to the
bang-bang torque cases for three levels of sensor saturation. There
is no significant change in criteria for the various cases, although
one notes that the values of # for these cases are about twice those

for the corresponding cases in Figure 5.3.
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The same comparison of torque modes for the three sensor satura-
tion levels is repeated in Figure 5.5 for l/h the saturation levels
conaidered in Figure 5.3. In this case the decrease in normalized
impulse and increase in time with decreases in attitude sensor satura-
tion level is morec pronounced. The average value of ¢ for all the
cases shown is about twice the average value obtained for Figure 5.4.
Bvidently this performence criterion is nearly linearly related to the
control acceleration level for the direction cosine sensors and three
rate pyro cases. By maintaining this idealized control law for each
axis, the acquisition system performance is clearly dominated by the
control acceleration level in a proportional manner, with the sensor
saturation level ;roducineg a secondary effect over the range of levels
considered. A further result of the information contalned in Figures
5.3 to 5.5 concerns the bang-bang torque mode performance. Referring
to Figure 5.1, note that the bang-bang torque mode at the highest
torque saturation level and sensor saturation levels as low as 0.5
(cases (I) and (r7}) only results in about a 337 increase in ¢ compared
to the IP case. The attitude sensor saturation effect is not overly
significant at large control acceleration levels and the system is

still a good aprroximation to the IP system.

5.3 Comparison of Rate Scnsing Schemes with Saturated Direction

Cosine Attitude Sensing and Bang-Bang Torgue

Various rate sensing schemes were eavaluated for the three levels
of sensor saturation and the three levels of control acceleration in
the bang-bang torque mode. In all of the rate sensing control laws
investigated the yaw gyro is maintained in the system. Therefore,
only the method of roll and pitch rate sensing will be diecussed. The
results of all the different rate sensing modes are presented in tabular
form in Table 5.3 where the average values of convergence time (Ec),
normalized impulse (fn), end performence criteria (§) are presented as
obtained from initial rates of L deg/sec about all control axes. In
each case, the system gains were first selected to "minimize" tc and

In by noting the effect of each system gain velue independently. The
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TABLE 5.3
RATE SENSING MODES VS. CONTROL ACCELERATION LEVEL
RESULTS FOR THREE DIRECTION COSINE SATURATION
AND THREE BANG-BANG TORGUING LEVELS
(Initial rates of 4°/sec each control axis)

Control Accelerstion Level

Direc. Cosine Tisl Tiao Yis3
Sensoy Sature~ | Rate Sensi - - - = - =
tion level Roll P:L'!:c;:q tc In 2 tc In L tc In ¥
0.70 G G 30 .27 * 72|52 .30 * 14 82 .36 * 263
IC IC 26 .28 * 65;LL .32 % 126{82 4o * 286
AC AC 2L .29 ¥ 62|50 .32 * 143 84 47 * 352
SC  8C |32 .29 * 83152 .31 * 144120 54 * 579

ASC 127 .30 T7elké .35 1udmT 5% 565

ASC
ED  sc |26 .29 % 67|48 .32 * 137h2y .58 * b2
D FD 26 .29 * 67[50 .32 * 1430122 .62 * 675
0.50 G G |30 .27 * 72|52 .30 * 1391 96 .32 * 27k
Ic Ic 32 .27 * 77|50 .31 * 138 84 .40 * 300
AC AC 32 .28 * 80|56 .30 ¥ 1501 88 .47 * 370
s¢  sc |36 .28 * 90|56 .30 * 150128 .56 * 64O
ASC AsC 42 .35 132[13 .53 * 535
P s8¢ |28 .28 % 70[50 .31 * 138124 .57 * 630
D PD 50 .31 * 152122 .62 * 675
0.25 G G 36 .23 74|58 .26 135)W0h .30 279

Ic IC 32 .26 * 75|60 .25 * 13410 .54 530
AC  AC 30 .28 * 75|60 .26 * 139110 .43 * 425
sC sC 30 .28 * 75|56 .28 * 1L0126 .54 * 608
ASC ASC |31 .27 75152 .30 139119 .50 531
M sc |32 .26 % 74[58 .39 * 202134 .68 * 814

3)) D 28 .31 * 73]72 .39 * 250167 .79 1180
* not average value of all rate slgn combinations,
** the ¥ig levels are given in Table 5.2

G - Gyro ASC - Approximate Simplified Compute
IC - TIdeel Computed PD -~ Pure Derived

AC - Approximate Computed

SC - Simplified Computed
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range of pystem gains required was given in Table 5.2. Symbols appearing
in Table 5.3 are defined in the following sections as each rate sensing
system is discussed.

5.3.1 Gyro Rate Sensing (G)
The system control laws utilize, as before, saturated direction
cosine sensing and three rate gyros. For the largest control acceler-

ation level, v, ., this case corresponds most closely tc the IP system.

Referring to T;gie 5.3, note that for equivalent values of in’ the con-
vergence time with the "best"” system gains is about 30 sec for Yia1
compared to 24 sec for the IP case. As the Tig level is reduced, the
degradation is marked as noted previously in Figures 5.3 to 5.5. For
Yie3 the convergence time is from 82 to 104 sec depending upon the
sensor saturstion level.

5.3.2 Ideal Computed Body Rate Sensing (IC)

For this control law, the pitch and roll gyros are removed and it
is assumed that the derivative of the direction cosine agttitude error
is available over the nonsaturated region. Practically this may be
implemented by differencing the output of a lead-lag following the
gensor with the semsor output. To include the effect of sensor
saturation, the following variables are defined

v

al3, Ia'l3| < 3'135
15 = J (5.5)
8.4 2 Ia I 2 a
L 135 13 13B /
where
al3 = plteh sensor saturation level
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( )
853 la23‘ < 9.238
f23 = 4 > (5-6)
a a 2 8
23, 23] 23,
where
a = roll sensor saturation level
23E
a13, 8‘13| < 3138
f13 = 4 4 (5.7)
0 a & a
’ |13| 13,
and
é 3 a '< a W
23’ |"23] “e3,
f23 = J ; (5.8)
0, |a23| 2 a?as

L,

From the kinematic Equation (5.3), the ideal computed body rates are

wl _ 8.234'0) al W
%33
) (5.9)
-8, . + W, 8
o, = 13- %23
33 J

Equations{5.9) represent a method of replacing the rate gyros by com-
putational means. With ideal pure derived rate and non-saturating
scanners the body rates could be exactly computed by this method. The

yaw rate gyro information, w3, is still assumed and, although the pitch
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and roll gyros have heen eliminated, knowledge of a33 is assumed. In-

cluding the effect of the sensor saturation, the "ideal" computed body
rates are defined to be

o - f23 + m3 fli
c ®33
(5.10)
. ) -fl3 +4?3 f23
pe a

c 33
Equations (5.10) were utilized in the simulation of this control law.

By reference to Table 5.3, note that for sensor saturation levels
of 0.7 and 0.5 there is little difference in performance between the
(IC) and the gyro (G) control laws. At the low value of sensor
saturation (0.25), a degradation of 15 appears for rise and a
degredation of 900 is obtained for ¥is3 for the {IC) case.

Typical recordings of the (G) and (IC) cases are shown in
Figures 5.8 and 5.9, respectively, for the lowest sensor saturation

level and ¥ 5 the lowest considered acceleration saturation levels.

is3

The required modification to the analog simulation for this con-

trol law is given in Appendix B.

5.3.3 Approximate Computed Body Rate Sensing (AC)

A Turther approximation to the computed body rates may be obtained
by neglecting the wé terms in Equations (5.10). This approach possesses
merit in ettempting to simplify the computational requirements and
validity since the neglected terms are of second order near the

equilibrium point. The (AC) terms are defined as
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f (5.11)

Poc

a33 J

1
Replacing the @, . terms with the w, . terms in the simulation, the (AC)
results in Table 5.3 are obtained. The values are about the same as

for the (IC)case with the exception of lowest sensor saturation and
Tis3’

5.3.4 Simplified Computed Body Rate Sensing (SC)
To reduce the amount of required information for this control law,

assume that only the sign of a.33 is available and its magnitude is to
be computed from the saturating scanner outputs, 1.e.,

— - 2 -
33, 580 833 w/l f13 fgs

a
a
and define
» N
mn - _-2-3—-
le a33
a
> (5.12)
11} -f
P —
2c a.33
a J

Replacing the m;c terms with the m;c terms, the (SC) results in
Table 5.3 are obtained. Again for Tig1 and Yo the results are about
the same as for all the previous cases. For 7133’ significant per-
formance degradation cecurs at all sensor saturation levels with an
average increase in performance criteria of 59% with respect to

(AC) and 124% relative to (G).
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5.3.5 Approximate Simplified Computed Body Rate Sensing (ASC)
For this case the 833 magnitude information is neglected and only
a
the sign of a._ is utilized. In this case the rate information becomes

33
mlc = f23 sgn a33
. (5.13)
Wy, = 'fl3 sgn a33

For practical application this represents the most easily implemented
approximation to Equations (5.9) and, therefore, may be of considerable
interest.

Referring sgain to Table 5.3 and teking cognizance of the remarks
in Section 5.3.4, it is apparent that the (ASC) results agree with the
{sC) results and no further degradation in performance has been obtained
by neglecting the a33a magnitude information. It seems intuitively
reasonable to expect this since for risl and 7132 the performance is

insensitive to sensor saturation level and for v the performance is

is3
torque limited such that only the appropriate sign of the rate temm

is required.

5.3.6 Pure Derived Rate Sensing (FD)

The final approximation to the 1deal control law for the direction
cosine scanner system consists of the assumption that no a.33
tion is aveilable and the error signals to the bang-bang torquers

become

informa-

[0
]

'
-
e
o
Hy

(5.1%)
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where Equations (5.14) can be approximated by a lead-lag network oper-
ating upon the sensor output.

e (PD)control law is first applied to the roll axis maintaining
(sc}in pitch. From Table 5.3, only a small change from the previous
case is encountered for Yig1® For Tisa and the lowest sensor satura-
tion level degradation is noted. For 7153 all sensor saturation level
results are degraded from lh% to 53% with respect to the previous

case.

Using the (PD) control law simultanecusly in pitch and roll, the
worst case degradation of the direction cosine attitude error sensor
system occurs. For the lowest saturation torque level the performance
criterion increases approximately 150% for the highest two sensor
saturation levels compared to the initial rate gyro control law cases.

Recordings of the (PD)cases for Yig3 804 the lowest two sensor
saturation levels are shown in Figures 5.10 and 5.11, respectively.

5.4 BEuler (Gimbal) Angle Attitude Sensing

An alternate method of obtaining attitude information of the body
control axes with respect to a set of inertially fixed reference coordi
nates involves the use of a gimballed inertial platform mounted within
the body. Since the gimbal angles correspond to a particular Type I
(see Section ITI) Euler rotation of the body set with respect to the
inertia reference set, then for a yaw, pitch, roll rotation sequence
the pitch and roll Euler angles can be related to the direction cosines
such that

- 8ln @

o
fl

13

8yy = sin @ cos @ (5.15)

a,, = cos { cos @ J

33
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vwhere
@ = pitch Euler angle attitude error

$ = roll Euler angle attitude error

Therefore, an alternate form of providing pitch and roll position de-
pendent control torques is to consider signals proportional to © and §,
respectively, as obtained from the gimbal pickoff signals. The system
damping may still be obtained from rate gyro information, or alterna-
tively, derived rate in the form of ¢ and § may be assumed available.

In application it may be preferable to utilize "resolved" gimbal
angle pickoffs so that in place of the ¢ and § information the guanti-
ties 8in 9, cos @, sin @, and cos # are available. This possibility
was not considered here since if such is avallable then the direction
cosine can be computed directly from Equations (5.15) and this case re-
duces to those already considered in detail. Instead, it is desirable
to evaluate the effects of using © and ¢ directly in various forms and
thereby establish the relative need or desirability of providing the
resolved gimbal angles when large attitude errors between body amd
platform exist.

For the Euler angle sensor cages 1t 1is desired to determine the
system performance with similar control laws as for the direction
cosine sensors to evaluate the relative merits of the two aystems.
Since the roll gimbal angle experiences a discontinutty vhen 333 is
zero, it is particularly interesting to evaluate the effect of roll
sensor "bhnk:l.ng"* for roll errors greater than 90° (a33 <0). The
systes gains were "optimized" for each new case as was done pre-
viously.

¥
"Blanking" is a term used here to define the condition where the
sensor output is ignored even if one exists.
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To avoid the simulation difficulties associated with the formation
of the Euler rates and the integration thereof (as discussed in Bec-
tion IXI) the Euler angles were solved for explicitly from Equations
(5.15) and the Euler rates were formed from differentiation of Equations
{5.15) and explicit solution. The kinematic equations for simulation
remained in terms of the direction cosines and body rates.

Using Equations (5.15) useful expressions for the Buler angles
and rates are easily obtained in accordance with the above as

j

@ = - sin’l(alB)

[ ®23

sin Py ’ 333 20
g =9 (

a
l(leoo' stn™ CJEBQ) R R I (5.16)
/ 5.1
5. a3
cosl
. a.,., 8,, = 8,, &
§ = co82 ¢ 33 232 23 33
#33 )

Notice that several singularities are experienced in attempting to solve
Equations (5.16). The roll angle is undefined as cos® approaches zero.
The pitch rate becomes unbounded as cos® approaches zero as does the
roll rate when a33 approaches zero. These, of course, are the same
limitations discussed in Section III. However, for simulation purposes
no essentinl difficulty exiets. The approach utilized is similar to
that employed in driving an "eight ball" for visual pilot display.

Here as the angles and rates approach their singular polnts they are

merely bounded at a reasonable level until the computation, in terms

136



of the accurate direction cosines, is again defined. In this wmy an
ingtantaneous error can exist in ¢, é or ﬁ but no bulldup of error is
posgible. The appropriate analog computer diagrams to obtain these
quantities are presented in Appendix B.

5.4.1 Torque Modes ,
Following the same procedure as in the direction cosine sensor
cases, the proportional saturating and bang-bang torque modes were
compared with the ideal linear case for initial rates of 4 deg/sec as
shown in Figure 5.12. In this case the pitch control law uses derived
pitch rate, i.e., 8, so that the value of ¢ for the nonsaturating pro-
portional torquing case is about 30% higher than the corresponding
case for direction cosines and pitch gyro control given in Figure 5.l.
In both ceses & roll gyro is employed. Note, however, that there is
esgentially no difference with risl and no saturation as shown by
cases (a), (b), and (c) in Figure 5.4. Again, the proportional satura-
ting and bang-bang torque modes are compared in Figure 5.13 where 71
and ¥ q3
level¥*, The relatively large increase in ¢ from Tign tO Tis3 is due to
the blanking condition on the roll attitude error, @, not being imposed
for 833 < 0. Note that for the unblanked cases, increases in § of 3004
to 400% are obtained for 7

is2
are considered with the lowest ginbal angle sensor saturation

183 compared to Tise' However, from Tisl to

Vign OB & 100% increase is experienced.
Typical recordings of the bang-bang torque cases of Figure 5.13

are shown in Figures 5.14% end 5.15 for LI and Tis3'

¥The same numerical saturation levels were utilized in the sensors
although in the Buler angle case this corresponds to redians
whereas in the direction cosine case it was a per unit value.
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5.4.2 Unsaturated and Unblanked Euler Angle Sensors

Using the bang-bang torque mode and the range of system gains
specified in Table 5.2 for the Euler angle cases, three different rate
control laws were inveatigated for the full range sensor cases. The
results are summarized in Table 5.4 as obtained from initial rates of
L deg/sec.

Gyro Rate Sensing (G): In this case a rate gyro is used in both pitch
and roll control. The error criteria increases proporticnately to de-
creases in Yig°

Pure Derived Rate snd Gyro Sensing: Maintaining the gyro in roll and
replacing the pitch gyro with pure derived rate {6), given in Equa-
tions (5.16), the performance criterion increases 200% for the change
Trom Yigo %0 Yig3°

Pure Derived Rate: Removing the gyro in roll and replacing with pure
derived rate (f), as in Equations (5.16), the performence criteria inm-
creases 350% in changing from Vigp 10 Y43 This effect results from
the undesirability of the comtrol law for large roll errors. First,
with Yip3 ® gignificant tumbling of the vehicle ocours from 4°/sec
rates. Ideally, one would like to require the roll error to have the
form of singd corresponding to the direction cosine 8y, vhich changes
sign and decreases in magnitude as § increases from x/2 to x. Using §
alone as the roll position error has just the opposite effect and in-
creased degradation occurs. Note that using derived rate merely
accentuates the degradation since the rate signal is also the wrong

aign.

Typical recordings of the pure derived rate cases for Yia2 and

Yig3 &r€ shown in Figures 5.16 and 5.17, respectively.
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TABIE 5.k

RATE SENSING MODES VS. CONTROL ACCELERATION LEVEL RESULTS FOR
k EUIER ANGIE SENSOR CONFIGURATIONS AND SELECTED CASES OF ROLL
SENSOR BLAMKING (Bang-Bang Control)

Euler Angle |Roll Semsor Yig1 Yig2 Yis3
Sensor Blanked for
Saturation | a__< 0 Rate Sensing) . . o= - =
Ievel 33 Roll | Fitch tc In § tc In § tc In §
None G G 48 .26 98|58 .30 155| 93 .38 35
-%sos% G P |46 .24 99{64 .28 160|111 k9 485
-xsf<x PD PD |29 .30 78|47 .35 14T{148 .50 660
0.70 G ¢ |37 .20 66{48 .38 163|132 .57 670
G PD |36 .30 9k|b8 .34 146|136 .63 T65
X G 2 ] oh w6116 .50 518
FD FD 25 .34 76|44 .35 137|117 .53 555
X D PD 76 137|114 .52 530
0.50 [t} e} k7 .36 151{138 .57 T01
G FD 48 .34 146]1kk .59 758
X G b)) 146|121 .50 540
D FD 46 .35 141|128 .57 650
X 2] )3)) 1411135 .57 687
0.25 G G |40 .20 72|46 .36 148 99 .39 3k
G FD {30 .27 72|5k .36 173|200 .66 1180
X G 3] T2 173{186 .61 1010
FD FD 38 .26 88|64 .43 246|206 .80 14TO
X b2 1] 2 1) 88 246|183 .78 12TC

Initial rates of 4 deg/sec each control axis (average value of 8 cases)
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5.5 Comparison of Rate Sensing Schemes with Saturated Euler Angle
Attitude Sensing and Bang-Bang Torgue

The remainder of Table 5.4 is devoted to the saturated sensor cases
(both blanked and unblanked) as a function of the Yis levels with
bang-bang torque and the same sensor saturation levels as in the direc-
tion cosine cases. Again, all results are for initial rates of 4 deg/sec,
averaged over 8 cases with "optimized' gains selected from the ranges
given in Table 5.2.

5.5.1 Gyro Rate Sensing

For the rate gyro control law on each axis, there is little signif-
icant difference at the intermediate torque saturation level, Tisa’ for
183 the performance is degraded
at the higher sensor gaturation levels compared to the unsaturated

any level of sensor saturation. At 7

case. However, the performance improves again at the lowest sensor
saturation level. This demonstrates the imperfection of the Euler
angle control law vhere grossly nonlinear operation of the acquisition
system results. For low control acceleration levele the satellite
tumbles and in this case the Euler attitude errors are in significant
error, ‘Therefore, low saturation values on the sensor cutput prevents
inefficient control action and improves system performance.

5.5.2 Pure Derived Rate and Gyro Sensing
In this case, the pitch gyro is removed and the pitch rate signal
becomes @ which is defined by

"~

<
0, |e] <o
e =4 (5.17)
0, |elze
. ? 8
where
Qs = pitch sensor saturation level
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Unblanked Roll Sensor: From Table 5.4, it is clear that unblanking
the roll sensor degrades performance for 7132 and ri33, and becomes

more marked as ris and the sensor saturation levels are lowered.

Blanked Roll Sensor for 53345 0: By blanking the roll sensor for roll

or pitch errors in excess of 90 deg, the performance criteria decreases

for every sensor saturation level and the lowest torque saturation level
{with one exception).

Recordings of typical blanked and unblanked cases for ris2 and

intermediate sensor saturation level are given in Figures 5.18 and

5.19, respectively.

5.5.3 Pure Derived Rate Sensing (FD)
For the final rate sensing control law, the roll gyro is removed
and the roll rate signal, @, 1s given by

(5, 191 <9,
g =< (5.18)
o, 18] = 4,

vhere

¢s = roll sensor saturation level

Unblanked Roll Sensor: In these cases there is improvement over the

previous unblanked cases for the highest sensor saturation level and
degradation for the lowest sensor saturation level. Previous results
where pure derived rate on the Euler angles was favored over gyro
sensoring were also observed. Although these results are not universal
it is interesting to note this occurrence since only for large ris did
this occur in the direction cosine derived rate cases, and even then
the results were within possible machine errors.
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Blanked Roll Sensor: The only improvement obtained by blanking the
sensor is for the lowest sensor saturation level and ris3' This sug-

gests that the system performence i1s dominated more by the sensor
saturation level than by the effect of roll sensor blenking for the

pure derived rate cases.

5.6 Comparison of Equivalent Direction Cosine and Euler Angle Cases

5.6.1 Gyro Rate Sensing

With rate gyro control laws in both pitch and roll, the direction
cosine and Euler angle sensors error criteria & are plotted ve. sensor
sgturation level in Figure 5.20 with Tis &8 & parameter. The two sys-
tems are equivalent for the Yisl and Tisa but show a large divergence
for ris at the lowest sensor saturation levels. This is partly due

3
to the omission of roll sensor blanking.

5.6.2 Pure Derived Rate Sensing

Equivalent direction cosine and Euler angle sensor cases for the
pure derived rate control laws are shown in Figure 5.21. It is noted
here thaet the Buler angle data pertsins to a blanked roll sensor and
hence the equivelence of the systems is more marked but both show
serious degradation of performance at Tﬁs3'

5.6.3 Combination Rate Sensing

In Figure 5.22 the direction cosine sensor cases with (PD)in roll,
(SC)in pitch are compared to the Euler angle cases with (FD) in pitch and
gyro sensing in roll. Agein, the results are consistent for the
higher torgue levels but show fairly lsrge divergence for TisB'

5.6.4 Small Initial Momentum Cases

Table 5.5 summarizes the results of system performance for initial
rates of 1.5°/sec. For Tie3 the position errors always remain very
smgll even for the lowest sensor saturation level of 0.25 radians.

146



S0I4Ln 99%vy S™IYY

g8%'Y PoATISd YT SPOULSW M gpomydy Buisuag

Putsueg 9PN3TI4Y JO UosTIedWO) Te*G amdtd apn3T33Y Jo uostredmo)d ' G InITd

TIATT NOILVINLYS 3OSNAS 13AFT NOLLVINLYS YOSNIS

L0 §'0 GZ'0 R L0 S0 §Z°0 , O
]
lllIJ T e S—— — ——] L mw\ﬁ S — —— ——(— —— t— a—— | m_\ﬁ
——— e ool
— 00T z s
) FA mm\ﬁ e s— — o —— v—— A
00 =
a
oor — 008 m
-~
(@GDINVTE) A esty ™
SITONY ¥3MNT =——— 2 /] >
N LsINIs00 Noloia g 7 oor &
~ yd 0
N 009 a \ =
w2
R 9 7 ol
\ = / >
—\ ooot § (QIINVIENN)
\ SITONY ¥IMNT — — 008
\ SINISOD NOILORIIQ
0021 _ ] j
€8y

17



1 1 |
DIRECTION COSINES
== == —— EULER ANGLES (BLANKED)
1000 <
\\
yis3 \
= \
9 \
“": 800 N [
o \\
< \
&
= \
[+°4
O 600 N\
g N
%: W e
0
& 400
[« 18
200
yf52 —] — e e
yisl
0 7 |
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

SENSOR SATURATION LEVEL

Figure 5.22 Comparison of Attitude Sensing Methods
with D in Roll and SC in Pltch with
Direction Cosine Sensing and G in Roll
and PD in Pitech with Euler Angle Sensing

148



Hence, the results are approximately equivalent for all rate

gensing modes in boih the direction cosine and Euler angle sensing
cagses. It was noted in the simulation that at vy 183 and the lowest
sensor saturation level, initial rates of 1.75 deg/ gec barely caused the
pogition error to saturate the sensors for both types considered.

TABLE 5.5
RATE SENSING MODES VS. CONTROL ACCELERATION
LEVEL RESULTS
(Initial rates of 1.5°/sec each control axis)

Attitude |Roll anc mnm_g%celeration Ievel [Torque | Idealized
Senping Fitch Ti ?1 Y Vig3 Mode | Proportional
Rate v 11 Tt [z [t [z e g
Sensing ¢ | ™n ¢ | 'n e n ¢
Direction G 20 .09
Cosine
Sensors G 20 {.09 |20 1.09) 32 |.10 PS
G 5/.08] 5|.08] 51.08| BB
IC 10 }.09] .2 {10} 32 1.1 BB
AC 30 | .11 BB
sC 30 1.12 BB
D 30| .12 BB
ASC 30 |.1z | BB
BEuler
Angle
Sensors [Roll|PitcH
b | P 2k .09
FD PD k5 .16 PS
D FD 5(.00/15 [.10] 35 | .06 BB
G FPh L0925 |.10]| 25 (.14 BB
G G 15 |.081 30| .15 BB
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SECTION VI

OPTIMIZATION OF ACQUISITION SYSTEMS

The ultimate goal of every control system synthesis is to optimize
its performance within the constraints allowed the design. The study
of generalized optimization procedures to achieve this goal has recently
received considerable attention. The techniques that heve shown the
most promige are: 1) classical variational methods (via Euler-Lagrange
Equations), 2) Pointryagin's maximum principle, 3) Bellman's dynamic
programming, and 4} search techniques. The classical variational
methods are most easily adepted to linear, time continuous systems as
they make much use of analysis and calculus (both of vhich have well
developed theory only in linear function spaces). Pointryegin's
maximum principle gives only necessary conditions for an optimum and
relies on the intuition of the user to suggest the optimum controls.
Dynamic programming, with its roots from operations enalysis and de-
cision theory, has difficulty providing practical sclutions for con-
tinuous, highly nonlinear, dynamic systems. GSearch techniques appear
the most universslly applicable. Much less information is required
about the control system before an efficient approach to the solution
can be found {although more informastion could always be used to
advantage). Search technigues were chosen as the basic approach for
this study because they appeared to offer the highest probability of

BUCCEEB.

Search fechniques are basically organized trial and error schemes.
An initial control design is proposed. The performance criteris of
the gystem is measured for this design. A procedure or algorithm is
developed for testing other comtrol designs until an optimum is be~
lieved found. An example of a search procedure is the exhaustive pro-
cedure vhere every possible control design is tested. If the allowable
space of the control parameters happens to be continuous, this is
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obviously an impractical technique, as an infinite number of gamples
must be tested. Efficient techniques must then he developed that give
a reasonable confidence that the optimum design will be found without
searching every point. If nothing is known of the relations of changes
of the error criterion due to changes in control design, every point
not tested will reduce the probability that the best design has been
found. Certain general assumptions usually can be made which, if wvaligd,
will allow convergence with fewer test points. These assumptions

are: sample continuity (for a point tested, it is assumed that a
certain minimmm distance in the parameter space will be required to
produce a significant change), and a general analytical smoothness
throughout most of the parameter space (allowing derivative information
to predict, with some confidence, likely directions). A desirable
technique is one which efficiently uses vhat information is known sbout
the system and yet remains general so a variety of probleis may be
solved using the same technique. Since all search techniques assume
machine computers, the search techniques must also lie within the
computer capabilities of the user. For the present study, the needs

of search techniques appear best suited to & hybrid simulation. An
analog computer provides the acquisition simulation for which it is

so well suited (integration is simple). A digital computer provides
the memory and logic required for the sesrch procedure. The present
study has developed three general search algorithms (relaxation, random
and steep descent) whose memory requirements lie well within the ability
of the Raytheon 250 that was used to implement the algorithms. Another
acheme (PARTAN [19]) which looks promising would require capabilities

in excess of this and was not studied.

In order to utilize any optimization scheme, the following must
be given quantitatively: a) & description of the plant to be con-
trolled, b) a description of what is required (what the control should
accomplish), c) a description of the class of permissible controls
(called parameter space), and d)} an optimization criterion.
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The plant that is discussed in this report is a satellite per-
forming the acquisition function. As the actusl satellite cannot be
studied, a simulation is necessary. The equatione netessary to ade-
quately describe the satellite have already been developed. Simulation
of continuous, dynamic systems are best simulated by analog computers
due to its ease of integration with resulting speed of solution. The
use of an analog simulation, however, introduces problems related to
speed of operation, noclse and machine accuracy. The Beckman 2132 com-
puter utilized in this study provides sufficlent speed (a typicel simu-
lated acquisition took approximately 0.5 second). Techniques to cope
with the problems related to machline accuracy must be developed. These
techniques involve an intimate knowledge of the causes of computer
noise which allow statistical averaging techniques to be used and s
knowledge of the sources of computer malfunction so these malfunctions

can be discovered and treated so as to not to impede the optimization.

If it is desired for a satellite to acquire an attitude, the state
when acquisition is accomplished must be quantitatively defined. It is
not sufficient to say that all state variables must go to zerc simul-
taneously. An analog computer will never yleld zero outputs for the
state varisbles. Tolerances must then be found which acceptably de-
fine the end of run and at the same time is not so demanding of the
computer that noise sources will unduly influence the repeatability of
the results. These consideratlons will determine an end-of-run
criterion that will end the simulated acquisition.

The sensors and means of providing angular accelerations have been
considered previously in this report. The designer is, however, free
to suggest modes of operation (for example, bang-bang or proportional),
compensation networks and possibly change the sensor and torquer con-
figurations based on his studies. The optimization techniques dis-
cussed in thls section can merely optimize the parameters for s given
configuration. It will not determine how the configuration was

arrived at.
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The ocptimization criterion must be well enough defined to permit
calculation of a number derived from and associsted with acquisition
of a system with a particular set of parameters. Examples of suitable
criteria which are studied in this report are: acquisition time, fuel
consumed during acquisition, maximum thrust level required of the
torquers for acquisition within a specified time. The resulting
criterion values permit an ordering of the parameter space. An opti-
mization is merely an attempt to find the point in parameter spsce which
has the largest or smallest (depending on what is desired) assoclated
ceriterion velue. In this report, the parameter space ordered with
respect to a criterion will be called the criterion espece. It should
be noted that finding satisfactory quantitative criferia are quite
often the most difficult earea of an optimization. Usuelly, what is de~
sired is a "good" responsz or a "reliable" or "cheap" acquisition
system. Minimum fuel, for example, 1s merely an approximation to e
"least weight'" system slthough a more realistic model would also con~-
sider weight tradeoffs for size of torquers necessary. There is slso
a dependence of the values assigned the criterion space on the initial
conditionas of the variables. A differential equation does not yield &
unique sclution (and, therefore, a unique optimization eriterion if one
is determined from these differential equations) unless a complete set
of initial conditions is given. The sclution {and, therefore, criterion)
will vary with the initial conditions. With a nonlinear differential
equation, superpositlon does not hold and, therefore, the relative
ordering of a criterion space may vary with the initial conditions.

In order to study a specific acquisition problem optimization
techniques must be developed, the acquisition problem must be well de-
fined and techniques to optimize the use of the existing computer
hardware must be found. This section then: a) develops the optimize-
tion elgorithms to be used, b) develops a computer program for properly
evaluating the initial condition problem, c) presents an anslog com-
puter simulation of the acquisition problem and the necessary
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interface with a digital computer, and finally, d) epplies these three
general areas to optimizatiom of a specific satellite configuration.

6.1 Optimization Algorithms

Search strategies fall into two general classes. One strategy
conslste of systematically eliminating sections of the parameter space
from consideration as & likely location for the criterion coptimm [20].
This strategy has shown success only in a smooth parameter space where
the criterion is strongly unimodal. The more popular strategy consists
of approaching the optimum along a line. Once an initisl point has
been established, a search is initiated in plausible directions until
an improvement is found, in which case the point is updated. In thia
mamner, a monotonically improving path is formed until no further im-
provement is possible. The last point on this path 1s aspumed the
optimum. (learly this atrategy may find a loesl optimum in any
reasonably smooth criterion space, not necespsarily the true optimm.
If two local optima exist, only one will be found and there is no
assurance this 1s the correct one. Search strategies vhich locate the
local optiha will be called local searches. A strategy which attempts
to determine a better local optimm once one has already been found
will be called a global search.

A great variety of local search algorithms has been developed,
each particularly suited to special problems and adaptable to specific
cmputer capabilities. The most challenging problems that arise in
developing an algorithm are: a) once an improved point has been found,
vhat direction should be explored to find further improvement, b) at
what distance from the present point should the search be made, and
¢) how to determine when the search is complete. By far the most
critical and best studied area is that of direction finding. In fact,
the three algorithms studied in this report are named for the manner
in which the directions are searched. The glcbal search strategies
are less thoroughly studied. The approach that appears most promising
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i1s a randam search used in thies study. The concepts of these pro-
ceduree are presented below while Appendix ¢ gives the details of the
actual programs uscd in the study.

6.1.1 Relaxation

This 1s perhaps the simplest technique. It has produced great
successes in linesr programming. The esirategy consists of inspecting
the effect on F (criterion tc be cptimized) of changes in each param-
eter vhile holding all other parameters constant. Assume the parameters
avalilable for sptimization are demoted by ., where i denotes the
parameter (1 = firset, etc.). Suppose parameter @, ie being searched
(ralaxed). ALl a, i @, are held constant. The parameter a, is varied
until a local optimum is found. Wher all the parametere have heen re-
laxed in this manner, the procees 18 reitsrated until it is concluded
that a local optimum has been found. Many veriations exlist. Thesge
variations concern themselves with step sizes and the declision, if an

improvement igs found. ooncerning whether to continue along ai until the
best possible criterion in found, or upgroade o and immediately search

a new parameter.

In the present study, a small initial ctep size was selected for
the search with the provision for expanding the step size based on
the number of successive trials before an F is found worse than the
preceding trial. At this time, an increm=ni in oy produces a detriment
to F and further scarch in the same direction iz assrumed frultless.
Either s local optimum has been found or ths optimmm is in the opposlite
direction. Search i1s then initisted in the opposite direction until
a detriment is found. The value for oy
found is, at this point, assumed the local optimm. Each time all the
parameters have been iterated the step szizes are reduced on the assump-

sorrespording to the best F

tiom that the optimum is pearer and a finer search may be necessary.
Also, each perameter is optimized one at a time rather than immediately
upgrading and searching a new parameter. A significance test was also
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instituted. In this manner an improvement or detriment in F must be
significantly better than the previous F in order to be s0 clasged.
The importance of signlflicance tests lies in the use of an analog com-
puter to calculate F. The significance tests should be large enough
to screen potential nolses and inaccuracies in the analog computation
from giving false conclusions as to the change in F. The relaxation
gearch procedure 1s diagramed in Figure 6.1.

6.1.2 Random Search _

Thie strategy; rather than attempting to guess which direction to
search, allows & random noise generator to determine the direction.
The search reduces to a rendom walk, for which several modifications
have been successfully used in this study. A pure random walk is ac-
complighed by sampling a random voltage for each parameter direction,
scaling the voltages to provide a desirable average step size, snd
searching in this direction. If a failure occurs, a new direction
is found from the noise generator. If a success occurs, the a&‘s
are updated and & new random direction is searched from this new
point. Previous studies [21-22] have differed from the present study
in that a predetermined step size for each parameter is given and
merely the slgn of the direction 1s found from the noise generator. It
is felt the present approach allows a purer random walk as directions
other than slong parameter axes or midway between these axes {which is
all that the previous studies provided) are searched. Several modi-
fications have also been studied. The modifications have been con-
cerned with bilasing the search and changing the variance of the noise
(changing the expected step sizes). If a reasonably smooth criterion
space is assumed, the presence of a success indicates the most likely
direction for future success should be in the same direction. Absolute
positive biasing (where the incremental step that gave a success is
used continuously until it fails to yield a success) has been tried
and converged gulcker than a strictly random walk for the acquisition
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case studied. Absolute negative biasing (where & step that produced
significant detriment causes the computer to search in the opposite
direction for the next trial) also aided in convergence. Insufficient
time prevented investigating non-absolute biassing. It should be noted
that in this case significant detriment does not have the ssme meaning
as in the relaxation case. Significant detriment is a value that is
large enough to suggest & slope, but locking approximately opposite

to the desired direction. The optimal procedure for the change in
variance is to start with a reasonably lsrge variance (so much ground
can be covered if need be) and reduce this as the optimum is approached.
With little knowledge of the space, it is very difficult to ascertain
how close the parameters are to the optimum. No significant improve-
ment was found in convergence by varying the variance. The global
technique discussed later does provide for the ovpportunity to change
the variance and appears sufficient. Figure 6.2 is a block diagram of
the loglc used in the random search algorithm which gave the best re-
sulte (absolute positive and negative biasing).

6.1.3 ©Steep Descent
Perhaps the oldest and most intuitively attractive search technique
is that of sieep descent. In this case, a search direction is selected

based on calculation of V7 F

= oF
= oz _ 3
a1l i 9% |G|

oS!

If the search direction is directly proportiomal to VF, the technique

is crlled the method of steevest descentfai]. A scaling difficulty
oceurs in attempting tc calculate the relative magnitudes or %57 R

as the units of o, are in general not all the same.

i

This algorithm consumes the greatest effort of the three in find-

ing the direction to search, as the slope alohg each ai must be found
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before an exploration is initiated. For smooth eriteria spaces, the
added expense is often well rewarded by an attendent reduction in the
number of times a direction must be found. Variations in the basic
technique occur in: 1) the mammer in which VF is calculated, 2) the
direction of search based on UF, and 3) the step size strategy once a
direction has been found. In this study, these areas were approached
as follows and are illustrated in Figure 6.3:. and 6.3b.

(1) A minimum step size is selected for each parameter. The
rarameters are then individually searched in s fashion similar to Re-
laxation until a significant change is produced. If no significant
chenge is produced, the step is increased. This is continued until
either a limit is reached, detriment or improvement occurs. If a
limit is reached or detriment occurs, a search is started in the op-
posite direction. If no improvement iz found along the parameter, the
slope is assumed zerc. If an improvement does occur, the slope is
calculated. If the glope is aignificant, it becomes a camponent of’ﬁT,
if not, the slope is assumed zero. The reason for searching more than
a locel region 1s to insure search along & direction which may be
momentarily on a plateau but eventually produces significant change.
It is hoped that this technique will reduce the number of times new
directions must be found.

(2) Two alternates are avallable for selecting a search direction.
In one case, the steepest descent l1s impleménted (with the tacit as-
sumption that proper scaling has been chosen) so the weighting along
each parameter is directly proporticnal to its slope. Another
technique which shows more promige 1s to weight each direction in-
versely as a function of its slope (once a significant slope has been
found). In this manner, if the function space were linear, a step
along the selected direction would produce an improvement {c which each
parametric direction's contribution is equal.
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(3) The facility for accelerating the step size has been imple-
mented similar to the relaxation scheme. The two differences are that
the reverse direction is never searched and if a failure occurs before
any success 18 found, the step size 18 reduced to search closer to the
initial point. If no success can be found, the algorithm fails and
control is transferred to the operator.

6.1.4 Global Statistical Search

Once a local optimum has been found, the problem remains of sub-
stantiating that this is indeed the global optimum. The approach
selected in this study is a random search. This allows much flexibility
in that the statisf{ics may be adjusted to correspond to educated esti-
mates of other likely optima. For the present case, it was felt the
space near the local optimum was the most likely location for an even
beiter optimization criterion., The strategy then consisted of
randomly sampling numbers corresponding to the parameter (as in the
local random search), starting with a very small variance and expand-
ing this variance slowly if no better points are found. If an improve-
ment is found, a local search strategy 1s once again initiated.
Figure 6.4 gives the flow detail of the global random search algorithm.

6.2 Initisl Condition Set Selection
In & nonlinear dynamic control system, the law of superposition
does not hold. One of the far reaching consequences of this 1s: for a

given set of parameters, responses of the gystem to all possible initial
conditions cannot be compactly described by a small set of generalized
responses which for different initial conditions merely changes the ap-
propriate linear scaling factors. A control system may be deasigned to
give optimal response at a given initial condition, and this may not
necessarily be optimal for e small change in the initisal condition. An
acquisition system must acquire a desired attitude for any possible
initial state. If it is to be optimal, it should optimize some
criterion function while doing this. It is apperent that in a non-
linear dynamic system, one set of parameters may not optimize the cost
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function (F) for sll initial conditions. A different FIC (denoted in

this manner to emphasize the F is & function of the IC selected) exists
for each initlal condition. In order to provide & single F for the
optimization algorithm, some synthesis must be made giving F = F {all
FIC's). As an infinite number of IC's exist, apparently not all Fio's
can be considered. The two-fold problem then exists: 1) which initial
conditions should be considered, and 2) how should the synthesis be
accomplished.

6.2.1 Initial Condition (IC) Selection

If the criterion space is reascnably smooth it can best be
described by partitioning the space and inspecting an initial condition
from each partition. For the case of six variables (and, therefore,
six initisl conditions), as may exist for the satellite dynamic and
kinematic equations, partitioning each variable into as few as five
equal partitions yields 5 = 15,625 different initial conditions. This
increased cost due to high dimensione has been aptly described by
Bellman as the "curse of dimensionality."

In an coptimization problem, not all initial conditions are im-
portant. It freguently happens that all that is desired is a reason-
able set of initial conditions which will describe the worst possible
conditions for the optimizatlon ¢riterion. For example, if fuel is
being minimized and the initial condition set which maximizes the fuel
is given, a design can be found which will minimize the amcunt of fuel
necessary to insure ecquisitlon for any initial condition set. It may
not only be desired to minimize the criterion for e maximum IC get,
tut also good performance may be desired from other more probable IC's.
The design for the worst IC set may be found to be too expensive. It
may be more desirable to approach the acquisition from a probablilistic
approach, where the more probable IC sets will be weighted more heavily
than events that have little chance of occurring. Another problem yet

remains. The F__.'s are also functions of the parameters. As the
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paremeters are varled during am optimization study, the original FIC‘s
may no longer retain their relative ordering and conclusions based on
earlier IC sets may no longer be valid. For example, the IC set which
yields the worst criterion case for an initial set of conditions may no
longer be the worst case rfter the optimization. It is desirable to
initially select not only those IC sets which accomplish the desired
effect for the present parameters but alsc thoge IC sets which have the
same effect on future parameters. In order to do this, certain
assumptions must be made sbout the relations between the parameter
space and initial condition space. These will be founded on past ex-
perience with acquisition systems. For example, in acquisition systems
such as studied in this report, the worst initiasl conditions may, as a
rule, be assumed those with highest initial rate or furthesit irum the
desired attitude. This will probably be the case no matter what the
parameter settings. When the parameters change so radically that one
set of initial conditions Is not satisfactory, a new set must be found.
This suggests that the IC space mey be searched several times during

an coptimization.

Altermmatively, although not evaluasted in this study, the same
algorithm employed to minimize F vie parameter variation could meximize
F vic IC variation. In this way the coriginally worst cese IC set could
be maintained as worst case throughout the optimization process. For
other F synthesis procedures other, perhaps much more complex, appli-
cations of this technique may prove feasible.

Initial Condition Space Search: The initial condition space for ac-
quisition problems of the type to be dlscussed in this report can be
assumed, fairly smooth. The variables that will be considered are three
angular rates and three direction cosines. It is not unreasonable to

asgume that the criterion performance can be described by partitioning
the rates into five areas - + maximum expected rates, + average ex-
pected rates, O rate. All possible values for the direction cosines



will be assumed equally probable. Some locations, however may be of
particular interest. These locations are: the attitude which is desired
= t0 be called the nominal attitude, satellite pointing directions which
lie along one of the coordinates of the direction cosines (this includes
the first case as a subcase) -~ to be called the minimum attitude set,
and satellite pointing directions which lie eilther along one of these
coordinates or midway between the three axes - t0 be called the maximum
attitude set. Particular combinations ¢f the above sets may be de-
sired when the expense of searching all combinations is considered too
great. A digitel program {called the search selection program) has been
written vhich will search the initial condition space at the sets of
locations described in Table 6.1, In this manner the initial condition
space can be searched in one of seventeen possible weys, depending on
the thoroughness of the space inspection desired.

Process Procedure: The results of the search selection provides a
reasonable coverage of the initial conditions but yields an unusually

large number of cases. In order to further reduce the number of cases
and yet retain those which are significant for optimization, a digital
program has been written vhick processes the FIc's calculated in any
of the sets listed in the search selection with the following pro-
cedures:

Procedure 1l: First, the JC's are sorted in descending order with
respect to the Fy,. A series of q (arbitrary) initial conditions
are selected vhich list those IC's corresponding to either the

q largest or q smallest FIc's.

Procedure 2: The average FIC is computed and the geries of g
initial conditions nearest (F&c) average is printed out.
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Procedure 3: The initial conditions are divided into quadrants
and the worst q cases in each quadrant is printed out. A quadrant
in this sense is defined as a permutaticn of a plus or minus or
zero value for each initial rate or direction cosine.

6.2.2 F Synthesis
nce a set of FIC
synthesis remeins. The approach used in this study was the most

's have been designated, the problem of their

obvious linear relation - an unwelghted average

However, the flexibility for using other approaches are incorporated in
the computer program. Other approaches may be:

Xy

)T /a

q
1) F o= % {Fp
1 1

in order to weight the larger F..'s more heavily (xiis & number 2 1):

IC

/ a

- (F

q
2) F = f F accep‘ta'ble)i

ICi

in order to insure that any Frg, will acquire within an acceptable
value for the error criteriom;

3) F = Max (F )

which gives the classical minimizastion of the maximum FIC'
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6.3 Simulation Discussion

The optimization algorithms and inltial condition space search
techniques have been developed. Before a specific acguisition can be
found, the tasks of implementing an analog simulation of the acquisi-
tion problem and tying these three areas together remain. Throughout
this study, the digital end snalog implementation is kept very general
g0 that a wide class of optimization problems can be optimized. The
optimization algorithms will optimize any criterion space provided
quantitative criteria can be defined and calculated from a given'
parameter space. The initial condition space search will search any
eix dimensional state variable space but are programmed to be meaning-
ful for acquisition problems. An analog simulation must necessarily be
somewhat less general, although a very lsrge class of acquisition
problems can still be simmlated. Many of the technliques related to
analog error detection, digital to analog interface and confidence
tests are applicable to practically any optimization problem for which
the analog camputes the optimization criterion.

6.3.1 Simulated Equations

The general acquisition problem to be considered is that of align-
ing a single axis of a satellite parallel to a desired vector and
driving the angular rotation about this axis 1o zero. This is the
previously defined one axis acquisition problem. The reference coordi-
nate frame is a three dimensional, cartesion set (Il, Ia, i3) with the
3 axis defining the desired pointing direction. The kinematic repre-
sentation is the three direction cosines of the satellite axis to be
aligned with the reference 3 axis. The control system can consist of
any collection of sensors {that can be described by the six variables)
vhose outputs are processed by a compensation network which can be
described by the parameters to be optimized. The outputs of the net-
works are then used to drive angular acceleration devices (torquers).
In order to provide a more concrete control equation, the sensors are
assumed three rate sensors and two direction cosine sensors. The
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control laws are proportional but satursble control. The equations ex-
pressing the acquisition dynamics, kinematics, control law, several
potential optimization criteria and the end of run criterion are given
in Table 6.2.

6.3.2 Analog Simulation

The above-mentioned equations were simulated on a Beckman 2132
analog computer. A detailed description of the simulation is presented
in Appendix C. The end of run criterion is necessary to determine when
acquisition is complete. This is especially criticel when the time of
acquisition is the optimization criterion. 'The criterlon selected is
the absolute value of a welghted sum of the variables biessed by some
fixed voltage (see Table 6.2). The criterion is assumed satisfied when
this sum becomes zerc. The blas ls necessary as noises and drifts by
the apalog would prevent an unblased zero from ever ocecurring. The
bias level selected is more a function of actual voltage levels than
their equivalent variable units.

6.3.3 Digital-Analog Interface

The digital computer provides those functions it is best suited
for. It provides the optimization algorithm, initialization search
procedure, controls and analog modes {Initial Condition, Operate), pro-
vides voltages for the initial conditions of the variables and param-
eter settings, and reads the optimization criterion from the analog.

In order to better understand the operations of the various ele-
ments of the optimization process a logical flow of the entire computer
operations in the optimization phase (rather than the space search
phase) are shown in Figure 6.5. Ignoring the minimm thrust criterion
for the moment, the procedure is outlined below. An optimization
eriterion 18 selected (for example, minimm fuel or time). A set of
initial conditions for the variables 1s selected based on the space
search that has already been run. A best initial guess for the param-
eters 1s made. The error criterion (F) for this initial setting will
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be assumed already calculated. A new point in parameter space is
selected by the optimization algorithm (for example, relaxation). For
each set cf variable initial conditions, three analog computer rune are
made giving a FIC for each run. The three FIc's are compared to check
parity (the reasons are explained later). If their standard deviatiom
is within tolerance, the mean FIC for the three is selected as the
criterion for this set of IC's. This is the innermost loop (Loop I).
This process is repeated for each set of IC's (Loop II). The Fpo's for
each IC set 1s averaged to give F. This is the F used to determine
(Loop III) whether the explored point is better than the present point.
If minimm thrust criterion is used, Ioop I1I minimizes time as the
error criterion. Once an improvement is found, the time is compared
with an acceptable time. If the time is unacceptsable, the optimiza-
tion continues (optimization of all parameters but the thrust satura-
tion levels). If time is made acceptable loop IV reduces the thrust
limits and calculates the time of run criterion for the reduced thrust
limits with the other parameters set to the last values found in the
time optimization loop (loop III). The new time will differ from the
previous value, as the thrust limits have been reduced. If this time
is 8till acceptable, the thrust limits are further reduced untll an un-
acceptable time is produced. At this point, Ioop III optimizes until
another thrust limit reduction can be made or no acceptable time can
be found. When the thrust limits are so low that the latter situation
occurs (no acceptable time can be found), the last set of parameters
(including thrust limits) that gave an acceptable time of run is
accepted as the optimm set for minimm thrust.

6.3.4 Computer Error Detection

The speed and accuracy of convergence of the optimization pro-
cedure is directly related to the accuracy and repeatability of the
analog simulation. Extensive %testing of the analog computer found
that for many runs in succession or even on separate days with identi-
cal inputs, the optimization criterion would be repeatable to within
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a volt unless an obvious malfunction occurred. The prime source of
malfunctions were: a) & bit lost in the analog to digital converter,
b) a momentarily defective electronic switch, c) drift in the elec-
tronic multipliers. Most malfunctions were of a momentary nature so
that for over 99% of the time no more than two successive runs were
adversely affected. In light of this knowledge, the computer was pro-
grammed in the following manner to prevent computer malfunctions from
negating an algorithm or consuming excessive time in trouble shocting.

Overload: An overload in the analog computer indicates one of two
possibllities: the parameter settings yield an umstable differential
equation, or the analog equipment has malfunctioned. In either case,
the computer requires scme time to come out of overload. The digital
computer is then programmed to stop on overload, allow the operator to
diegnose the problem and either re-run the same case or continue to the
next case.

Maximum Allowable Time is Exceeded Before the End of Run Criterion is
Met: This most frequently occurs intentionally, such as when fuel is
mipimized and low thrust rates are desired. Naturally, the acquisition
time is extended. The lowest possible thrust level is zero in which
case acquisition time spproaches infinity. Occasionally however, drift
in a mltiplier will produce the same effect. The computer is pro-
grammed to print out when time was exceeded and retry the probiem. If
time is exceeded again, it is printed out, and a large value is as-
signed the optimization criterion and the optimization comtinues.

The assumption is made that the parameters violate the acquisition time
condition and are, therefore, unacceptable. If the operator suspects
computer malfynction, he may atop the computer. If the time is not
exceeded on the second trial, the error criterion for the previous
trial is erssed and optimizatlon continues.
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Standard Deviation Test: The computer makes three runs with the same
inputs. If the standard deviation is less than a volt, operation is
assumed normal and the optimization continues. If the standard devia-
tion is greater than & volt, malfunction is assumed. In this case, the

large standard deviation is printed out and another set of three runs
attempted. If this set 1s accepted, the first set is discarded and the
cptimization is continued. The operator may stop the computation if
he desires.

These three checks appeared toc eliminate most of the possible
error sources, as only twice during the study were poor results ob-
tained that could be attributed to machine error. Additicnal Jjustifi-
cation for this test 1s presented below.

Confidence Test: The use of confidence tests provides a powerful tool

for improving the accuracy of analog computer studies as well as de-
tecting deterioration in its perfermasnce. Assume the errors in analog
results normally distributed with zeroc mean and a known bias o. If N
semples are tested and a sample mean calculated

. N
M = T Fi/N
i=1

where Fi is the result of the computer trial, the probsbility that this

sample mean lies within a valld x of the true mean (the F; without

error) is:

+ 29 2
No_r
p(x) = %E e % at
-Xg
N
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In this manner, if ¢ is kmown, 1t is possible to state that for N
trials, the sample mean differs from the true value by no more than x
with confidence p(x). Values for p(x) given o, x and \/ N are given
in any normal distribution table.

o may be evaluated by making & very large number of identical
acquisition trials with the analog computer. The sample variance

N -
i=1l N-1

may be used to approximate the true variance. This sample variance
alsc approaches the true variance gs N increases.

Once g has been estimated, N is determined by the accuracy and
confidence desired. Use can also be made of the sample variance (VB)
of the new trial. If the computer 1s operating as well during the
sanmple as when o was estimated, the sample variance would be expected
to compare closely with ¢. The Fisher Z distribution states the ex-
plicit relation that with confidence 2 (‘\/TB , o) that ‘\/Tfs_/o is
less than a given number. This test can be used to determine, with
probability Z whether the computer is operating significantly worse
than normal. For example, suppose it 1s desired to be confident with
probability .95 the computer has no more noise than when ¢ was esti-
mated. For N samples (2 < N < 5), V_‘Ts; must be:

'\/Tr;requirement
'\ﬁJ:s 3.8k
ﬁs 3.00¢
ﬁs 2.60g
-\N;s 2.3T0
= | Vv, 21965

wviFE W o] A
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When the allowable varlance is exceeded it 1s assumed that the
computer is not operating properly. The assumption that the analog com-
puter noise has zerc mean and has a normal distribution can be justi-
fied on the following grounds: 1) an attempt is made to balance the
computer continuously, 2) the actual bias is considersbly smaller than
the noise for normsl computer operation (blas can be ignored), 3) the
noise comes from many sources (it can be shown that as the number of
sources increase the distribution approaches a normal distribution no
matter what the individual noise source distributions).

In an earlier section, the decision to select three trials for
measuring standard deviation was based on the above (in order to be 95%
confident the computer noise level is acceptable provided a standard
deviation 3 is found). By averaging the three samples and using this
result, the accuracy of the optimization criterlon is increased by a
factor YV N .

6.4 A specific Acquisition Optimization
All the techniques pecessary for acquisition optimization have

been develeoped. A specific satellite acquisition will now be studied.
The satellite will be assumed to have three rate gyros, itwo direction
cosine sensors and three moss expulsion torquers. The control law is
assumed of the form shown in Table €.2. The torques are assumed in
units of angular acceleration, allowing s slightly more general study.
In this manner, the ilnertias need not be given,merely the inertis
ratios. This study will apply to eny satellite with these given ratios.
The error criteria that were studied are acquisition time, fuel con-
sumption for acquisiticn and maximum thrust level with a time constraint.
All three will be minimized. The initial condition set studied will ex-
pend from a study of several process procedures for permutations of
poseible rates about the nominal attitude to a study of average ex-
pected rates for all attitudes which the initial condition space search
will examine. This procedure allows initisl optimization studies in

178



the linear region of the satellite kinematics {so hand analysis can more
easily be used to correlate the data found) and more severe acquisition
problems later once some confidence in the optimization procedures has
been developed. The parameters in the study will initially be the five
gain parameters of the control system and will be expanded to {these
five plus four limit parameters. Due to the limited pumber of digital
to analog channels, only nine independent parametersa can be studied at
one time. Two of the limit parameters (the two direction cosine limits)
will then be proportiocnal. The values assumed for possible initial
conditions on the variables and parameter limits are shown in Table 6.3.
These upper bounds on the parameters were pelected for the following
reasons. The position gains 011 and az) were limited due to the ex-
pected nolse level for the sensors. a3 wvas limited similarly. The
rate t0 position gains were limited at 10 seconds as it was desired

the satellite response be no slower than this. The torque limits were
gelected as a reasonsble upper bound on the mass-expulsion torque of
the type that might be used. 'The direction cosine sensors essentially
have no upper limitis as unity is the upper bound for the direction
cosines. The lower bounds were 1% of the upper bounds which was the
effective dynamic range of the analog equipment used. It was planned
if any parameters were driven to their lower bounds, the computer

would be rescaled.

The following discusses in more detall vhat was done. A discus-
sion of the significance of these results 18 presented in the next
section.

6.4.1 Initial Condition Space Search

The initial conditiocn space search is used to provide a desirable
set of initial conditions for the variables. An initial estlmate of
the parameters ie needed. For the 5 parameter study, the gain param-
eters were get at 0.5 their upper bound. The limit parameters ey
were set at their upper limite. For the 10 parameter study, all
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parameters were set at C.5 thelr upper limit. The first space search
series used was series 14 (nominal attitude and all permutations of O,
+ average or + maximum rates). In order to better compare the im-
portance of which initial condition set is selected, initial condition
sets from all three procedures (worst cases, average cases, worst quad-
rant cases) were studied. It was found (as will be seen later) that
optimization appeared most plausible when either an average or worst
quadrant set was selected. Based on this knowledge, when the next
space search series (series 12 - all possible attitudes for + average
or zero rates) was used, the average procedure was used. A large
number of IC's were selected from around the average F and the two
initial conditions that appeared in the most diverse gquadrants were
used as the optimization initial condition set. The initial condition
sets selected for optimization studies (following from the above dis-
cussion) are listed in Table 6.L.

6.4.2 Optimization Study
The following optimization studies were made:

(1) with the 5 gairn parameters variable (the 5 limit parameters
fixed at their upper bounds), initial condition sets I, II
and III were used for each of the following: =) minimum
time criterion, relaxation and pure random walk local search
algorithms (no global searches), b) minimum fuel criterion,
relaxation and pure random walk local search algorithms (no
global gearches). These studies established the superiority
of the randcom search over the relaxation and desirability of
average or worst quadrant IC sets.

(2) with the 5 gain parameters variable (5 limit parameters
fixed at their upper bounds), initial condition set IV,
minimum time criterion and the random global search were used

for each of the following: a) relaxation local searches,
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b) pure random walk local seerch, and c¢) absolutely biased
random search. These studies established the advantage of a
global search and the superjority of the absolutely biased
local random gearch.

(3) With all nine parameters variable, initial conditiom set IV
and rapdom global search were used for each of the following:
a) time criterion with absolutely biased random and relaxa-
tion local searches, and b) fuel criterion and random local
search were studied. These studies provided the final in-
formation for the optimal design of the acquisition system
for minimum time or fuel.

A summary of the pertinent details of these studies is presented
in Tables 6.5, 6.6, and 6.7. Figures 6.6, 6.7, and 6.8 show sample
variations of the parameters for relaxation, absolutely biased random
local and random global, respectively, during the optimization. These
samples were run with nine parameter variation and time as the
criterion.

To indicate the improvements in system response during the opti-
mization, Flgure 6.9 gives the time response of five independent
variables (ai > By Oy, 8o a23) , the end-of-run criterion, time of
run and fuel consumption for: 1) the initial parameter settings,

2) the optimized minimum time settings, and 3) the optimized minimum
fuel settings. This is for case 1 of IC set number IV. The runs did
not terminate at the satisfaction of the end-of-run criterion {as
during the search) to ascertain that little motion took place after
this point (indication of & satisfactory level for end-of-run
criterion). The x's indicate the position of the optimization cri-
terion at the end-of-run.

A maccimon thrust level criterion was studied. This thrust level
was minimized subject to the additional comstraint that acquisition
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Figure 6.6 Nine Parameter Minimum Time Optimization Using Relaxation
Local Search. Vertical lines are resetting of analog
eomputer.
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must be accomplished within 30 seconds. The other T parameters were
adjusted via an ebsolutely blased random local-random global serach in
order to satisfy this time constraint as the thrsut levels were reduced.
Initial condition set IV was used. All initiel parameter guesses were
0.5 their upper bound with the exceptlon of the torque limits. The
limits were found to go so low that the computer was rescaled so that
the upper bound (and initial guess) on these limits were .OL rad/sec’.

The thrust limits were reduced to 5.k mr/sec® before time optimi-
zation vas required. The final thrust limits of 1.k mr/nsee2 vere
achieved after 154 optimization trials (100 additional runs were rumn
to ascertain that this was an optimum).

The final parameter settings were found to be:

2
2

= 0957 sec
= 0954 sec”
= .0316 sec™T

9.999 sec

= 9.463 gee

= a = g = 1.4 mr/sed2

= o, = 6175 unitless

& BB LBRNPR
L}

Figure 6.10 shows & typical case of minimm thrust optimizatiom.
FNotlce the alternating reductions of thrust (cx6 and a..{) and the other
parameter veriatione to minimize time.

6.5 Conclusions

The conclusions from studying the acquisition system of Seetion
6.4 divide into two general classes: those regarding the efficiency of
the various techniques developed, and those regarding a desirable de-
sign for this system.
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6.5.1 Technigue Efficiency

The results from this study indicete that search techniques can be
used to optimize acquisition control system parameters. However, these
techniques cannot indiscriminately be applied. The control system must
already be conceptually designed. Only after the basic form of a con-
trol design has been formulated can gsearch techniques be of any use.
The search technique will designate optimal gains and cother parameter
settings, but the parameters must already be defined. A satisfactory
eriterion must be given in sufficlent quantitative form that a number
can be computed and used as an ordering for the criterion space. A
fasgt and accurate computer is necessary. A hybrid computer used in
this study proved satisfactory in both respects as an F for a new point
in parameter space was calculated in less than 12 geconds and the op-
timization criterion converged to within a few percent of the same
value each time the case was run (suggesting accuracy to this extent).

Space Search: The variability of the optimization criterion as a
function of initial condition sets is well 1llustrated in the five
parameter studies of Tebles 6.5 and 6.7 where three different initial
sets were used in minimizing time or fuel. It can easily be seen that
the "optimal" parameter settings of the three IC sets vary considerably.
It, therefore, becomes important to have a tool such as this space
search program to assist In evaluating which set of initial conditions
will prove satisfactory. In & smooth criterion space a8 studied in
this report, little need was found for using space search more than
once--that for the initial set. The lack of need for additional
searches is illustrated by the relative value for F before and after
the optimization (the worst case remains the worst). Slight varia-
tions do however occur as it becomes more dlfficult to reduce the F
for a larger number of IC's (compare IC sets II and III). This indi-
cates that, as expected, the greater the number of conditions the more
difficult it is to "tune" the controls for these conditions. As the
controls become more nonlinear, it is expected that it will become
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necessary to utllize the program during the optimization to update the
initial condition set. From experienc: gained during the study, it was
concluded that, in gemeral, an initial condition set which gives large
initisl conditions to cne chamnel at a time, such as done in IC sets IIT
and IV is deslrable. In this manner, if an initirl condition in one
direction happens to have predominant effect on the criterion, 1t will
not prevent optimization on the other channels. Al3o;, the "tuning to
one condition” is most easily removed ir this manper without requiring
a very large number of initial cozditions.

Optimization Algorithms: Time constrairts d4id not allow applications
of steep descent algorithm to the simuiation, although the algorithm
has been programmed. The following briefly discusses the conclusions

that can be drawn from the work that was done concerning the relative
merits and problems of the relaxation and random search algorithms.

The success of the relsxation scheme is critically dependent upon
the eppropriate parameter cholces. For example, the x control locp
could equivalently be written as: a (a23 + ah‘ml) or @) 8,y ¥ B wy
vhere B = al ak. The cholce of which psrometcr set to corsider (al
and o or B and.al) should be based on which provides the most
efficlient convergence. In the case of relaxation, perameters must be
selected in order to minimize cross-corrciation (as independent of
each other as possible). As guite often this is not known before a
design, particularly where a large number of nenlinearitles exist,
this is a basic problem in the use of relaxation techniques. For the
choice of parameters chosen in the present sgtudy and the equations
slmulated, relaxatlion gave very poor resuits. In faci; for each case
that relaxation and random searches were performed on identical
problems, the random search found a better set of parameters. For this
reason, relaxation was discarded in the latter portion of the studies.
The addition of a global seerch did permit the relaxation to find the
optimm, but the local random search always converged faster when used
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in conjunction with the global search. Much success has been achieved
elsevhere using relaxstion and it would probably prove an efficient
scheme in a near linear criterion space where the effects of the con-
irol design on the criterion is already fairly well understood. But
for these acquislition studies, it does not appear promising.

The random search technique shows great promise. One appeal of
this technique is the limited demands placed on the criterion space.
If pure random walk is assumed, the speed of comvergence can be estli-
mated for simple criterion spaces. If more information is avallable
to the designer, this information can efficiently be used by adjusting
the bias and variance of the samples. This iz demonstrated by the
success of the absolutely biased search. The assumptiona about the
criterion space were: i a success of a certain significance level
is found, future successes are most likely to occur along the same
direction; and if a failure below a certain significance level is
found, future successes are most likely to occur in the opposite
direction. These assumptions always hold on very smooth criterion
spaces. However, additional work is required in refining the values
selected as significance levels and the proper weight to give con-
clusions about the location of the next sample. For absolute biasing,
the above logic determined the direction of the bias. The step length
vas selected identical to the previcus step end the wvariance was re-
duced to zero. This technigque, as presently implemented, is highly
successful as evidenced in Tables 6.6 and 6.7. A successful strategy
for changing the variance during the search (if no positive success or
failure was found) wvas never found. The variance finally selected was
4 percent of the span (upper limit to lower limit) of each parameter.
(ne reason for such success with no varlance change was the global
search strategy selected. This complemented the local search as a
change in variance is programmed in the global search.
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The random global search technique proved to be very useful. The
strategy that appears most useful is that of using the local optimum
ag the origin and initiating the purely random (no biases) search with
a very small variance. After each search, the variance is widened until
any point in the parameter space has some chance of being inspected.
For the most successful strategy found in the study, the variance was
initially set equal to 0.5 percent the span (upper limit to lower
limit) of each parameter which was incremented by a factor of 1.02
every trial until the variance reached 50 percent the span. The
ressoning being, the probability of a further improvement is most
likely near the local optimm and decreases linearly as the distance
from the local optimum. The specific strategy must be selected from
experience with the acquisition problem and knowledge of the weaknesses
of the local search algorithms. For bhoth the local search algorithms
studied, the posslbility of a nearby improvement was high. The re-
laxation may get etranded on a saddle point and the fixed variance of
the local random search may require a varied variance about the local
optimm (either larger or smaller). In nearly every search for which
the global random search was used, an improvement was found due to
the globel search.

Minimm-maximum thrust level optimization provided the greatest
exercise for the search procedure, as a time optimization routine be-
came a subsystem for thie program. Here, thrust levels were lowered
until the acquisition time became unacceptable at which time all other
parameters were adjusted in an attempt to give an acceptable acquisi-
tion time. The optimization appeared to converge quite efficiently
(as indicated in Figure 6.30). This indicates that multi-criterion
optimizations or optimizations with constraints which reaguire sub-
optimizations for satisfaction are feasible.
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6.5.2 Acquisition System Design

Tables 6.5, 6.6, and 6.7 show what control system designs should
be used as a function of the optimization criterion, initlal condition
get and number of parameters available for adjustment. The following
observations and conclusiona regarding the control design are results
of the optimizatiocns performed.

Parameters Available for Adjustment: Table 6.6 shows the results of
optimizing identical systems with the exception of the number of param-
eters available for adjustment. As may be expected, the 10 parameter
study allows slightly improved results. The 5 parameter study should
never yleld a better result than with 10 parameters as the 5 parameter
results lies in the 10 parameter criterion - space. A poorer 10 param-
eter result would indicate a poor optimization algorithm or a poor
choice of initial parameter guesses. The significance of the individual
parameters will be discussed later.

Acquisition Time Criterion: Tables 6.5 and 6.6 show the desired param-
eters for minimum acquisltion time. Much can be gained by considering
the linearized dynamics and kinematics, in which case, acquisition
behaves like a second order system with poles described by:

82+%0‘1+S+0’10r82+a205+02

where s is the laplacian operator. Consider the generalized form:
sz +28ws + a:z vhere w is the natural frequency and 5 the damping.
The m3 channe] is described by the first order pole: s + a3; and may
be compared to the general form: s + k where k 1s the time constant
of the system. Although the system studied is highly nonlinear, use
of the linear terminology defined above does add some ingight into

the prcblem.
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Consider first the 5 parameter studies with initial conditions at
the nominal attitude. In these cases high nonlinearities and saturations
are minimized. The results from the relaxation studies will not be con-
sidered due to the inferior optimizations. For all IC sets, the rate
galins were, in general, raised to their highest values. An apparent
insensitivity of the 3 axis control is shown by considerable variation
in a3. This is due to the speed with which thethird axis acquires. The
X3axis rate is reduced so quickly that it has little effect on the
total acquisition time. The upper limit for a3 would suggest a time
constant of 1 second as contrasted to the excess of 10 seconds required
for acquisition. The position gains (al and az) also showed some vari-
ability. This can be understood in the linear case, where, if the
damping lies in an acceptable range, the time response is primarily
determined by the distance of the poles from the imaginary axis
(ah or as). This is especially true where a severe end-of-run
criterion (such as was used in this case) is used which does not
tolerate cvershoots. The greater uniformity of az and as than al and
@), indicates that the 2 axis (wh, 313) is a more critical axis than
the 1 axis.

The addition of other initial direction cosine combinations and
the 5 limit parameters as permissible variables compounds the non-
linearity. All nonlinearities occur as a form of gain reduction (as
with the five limits or reduction in 833) or cross coupling. The
effect of the gain reductions can be explained in thlis manner: galn
reductions in the higher order integration paths (such as the 833 @)
or 84, ngpaths) are equivalent to introduction of additional plant
lag. In a linear system, this is usually remedied by slowing down the
control system sensitivity (reductions in @, and az). In this manner,
the satellite momentum is never allowed to build up for large initial
positions to the point that the torquers with their saturation limits
cannot drive this to zerc as the nominal attitude is approached. In
other words--the chance of overshoots is reduced. Inspection of
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Table 6.6 indicates this has happened. The natural frequency is driven
to sround .24 rad/sec. Maximum allowable damping is still desired
raising oy, and a,j to their upper limits. a3 has still been fournd to be
rather insensitive. The only limits which appeared desirable to reduce
are the Tl and ‘1'2 torque limits. Reduction in these spparently

further prevent this momentum buildup.

Inspection of the time minimum parameter response shown in
Figure 6.10 indicates that minimum time is bought at considerable fuel
expense.,

Fuel Criterion: Table 6.7 shows the desired parameters for minimm
fuel consumption. Use of the linearized equations in understanding
the minimum fuel optimization is more difficult. In the case of mini-
mam time, the most efficient strategy 1s to accelerate the satellite
toward the desired axis as quickly as possible and, as the nominal
axis is approached, the linearized theory becomes a better model of
vhat is happening. When the momentum is quickly decreased (even if
not in the best direction) the satellite becomes more responsive and
acquisition becomes quick. In the case of minimum fuel, the problem
is greatly different. As the units of fuel have been selected as sec-l,
there exists a strong correlation between angular velocity change and
fuel. In fact, minimum fuel is the sum of the absolute value of all
the changes in angular velocity. It is apparent that the limiting
fuel condition would be equal to the initial angular velocity of the
satellite. This case would indicate that all fuel has been used in
reducing angular velocity in the proper vector directions. A simple
control law is assumed for the case studied which does not take into
cofisideration cross-coupling. When the satellite attitude greatly 4if-
fers from the nominal attitude, the sensors are actually providing
incorrect signals. In fact, controls may even increase the total
satellite angular velocity in an attempt to reduce this same velocity.
For example, when a13 =1, an wy sensed will produce a torque Tl
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which changes the anguiar velocity aboun the 3 axis (m3). 1t becomes
apparent, then, that low galps are desired, especially at large atti-
tude errors. This decrease In gaine causes the acquisition time to
grow., It ie necessary to add an acquisition - time constraint %o the
optimization, for, in the limit an Infinite acquisition time is re-
quired to produce a perfectly efficient acquisition. The control law
is only accurate with nominal attitude and ms = 0. The ideal acquisi-
tion would allow torques at this condition only {2 point at a time).
As these are merely points in time, and only a finite torque is
allowed, an infinite time is required in nraer for the integral of
these two to reduce the velocity to zera. The time congtraint used for
the study was 100 sezonds.

The results of Table 6.7 can now be understond. The parameter
settings for the highest rates, nominal attitude IC set (set II) re-
quire very bigh gains. This is necessary in order to prevent the
attitude from changing and further increassing the nonlinearities of
the dynamics. In the other nominal attitude IC sets (sets I and III),
the angular rates were not so severe an? » slowsr acquisition will
keep the controls in the linemr region. Hote “he aB in rodu-ed to &
very low number. Thi=s is to prevent wasting fuel in the T3 axis when
this angular acceleration couples intc the other axes. When large
attitude conditicns are allowed such as shown in IC sel IV and limit
parameters are allowed as variables, the gaina cuan be seen to be
further reduced. This is especially apparent in the rate gains. The
optimal time to reduce rates with this control law is once agaln at
the nominal attitude. low rate gains permit attitude acquisition be-
fore rate acquisition.

Note that with sn allowable 100 second acquisition time, the ac-
quisition is quite efficlient. This 18 seen by comparing the F final
with the F lower limit. The response of the gystem with the minimum

fuel parameters 1s shown in Figure 6. 5. It can be seen that in this
case, overshoots are not hearly so critical as in the minimum time case.
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SECTION VII
STABILITY QF ACQUISITION SYSTEMS

This section 1s concerned with lanvestigating the siabillity of
acquisition systems wia the Second Method of Lyapunov. Often this
approach wili provide stability and convergence information assoclated
with the system differemtial eguations even when a closed form solution
is not available. In many practical problems these are the only charac-
teristics of importance. In particulsar, stabllity is not assured when
aprlying the optimization schemes of Section VI. 'The confidence in the
utility of this approach to optimization is greatly emhanced if quanti-
tative proof of stabllity can be established for the resulting optimal
designa. In fact, true validity of the practical significance of the
optimization approach requires that such stability information be
available,

In Section IV complete stability of a pariticular idealized acqui-
gition aystem was analytically eastablished using the Second Method of
Lyapunov. Extension of these results to more practical systems is not
trivial. Indeed, the desire to eventually include the effects of con-
trol torque sowrce and gensor saturation characteristics ete, greatly
complicates the analytic problem. However, several unique aspects of
the acquisition problem make it reasonable to explore techniques for
determination of stability that may not be applicable in the general
nonlinear control system case. First, the initial condition set is
bounded, at least with respect to the angular rate variables. There-
fore, proof of complete system ptability is neither necessary nor de-
sirable., In fact requiring the acquisition system to be stable inde-
pendent of the initis)l state may impose implementation constraints
which are totally unreasonable or impractical. Secondly, the problem
relates to a physical process. KHence a great deal of prior knowledge
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and theory are avallable to improve the understanding of the problem.

In eddition, valuable intuitive insight can successfully be employed

in describing the characteristics of performance. Thirdly, the class of
practically implemented acquisition system for various missions is not
large. This allows rather specific analytic techniques to be developed
for this problem which may not be of general walidity or importance.
Also, successful analysis of a particular acquisition system provides a
significantly breoad base for approaching a new system with slightly in-
creased complexities. In this way a learning process can be employed

1o eventually cover all significant acquisition systems.

T.1 A Iyapunov Approach for Acquisition
In Section III significant effort was devoted to establlsh a
satisfactory set of state variables for the acquisition problem. Inde-

pendent of the cholce of the kinematic representation the acquisition
problem can be expressed In the usual vector differential equation form

y = & () (7.1)
where y i3 the state —ector.
A first step in the stability investigatiom of any nonlinear sys-

tem is to establish all the singular points. The singular peoints are
defined by the states y = §k such that

B(y)zo (7.2)

By introducing the transformation of coordinates,

X, = ¥y - Vg (7.3)
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Equation (7.1} is transformed to
£ =f() () =0 (7.4)

vhere the singulaer point under investigation is now the origin of
x~space. In this way all investigations can he described in terms
of stability to the origin.

For the acquisition problem it 1s only necessary to establish the
stability over some bounded region R in x-space. If in terms of the
original y-space this region is R, and if more than cne }k € R exists
then either: 1) the acquisition system should be discarded or 2} each
of the singulasr points must be analyzed for stability and the implica-
tions on system performance evaluated. The limitation of interest to
the bounded region R is of fundamental importance for the development

of the potentially practical approach to quantitative stability analysis

given in this section.

The fundamental theorem upon which is based the present approach
is given by LaSalle and I.efschetz[zh] and represents an extension of
the original Lyapunov work.

Theorem 7.1

Let V(X) be a scalar function with continuous first partial deriva-
tives. Let QZ designate the region of the state space where v(x) <
(¢ > 0). Assume that Q, is bounded and that for every X e Q.

VWx)>0 x40 (a)

W) s -€e<0 x40 (v)

then the origin is asymptotically stable and every solution of Equa-
tion (7.4) initiating in Qs tends to the origin as t— + co.
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For some practical acquisition systems condition (b) of Theorem 7.1
may not be satisfied.  For example, systems which tend to a limit¢
cycle about the origin as their ultimste state soclution will not be ac~-
ceptable. These systems can readily be handled by the present approach
by introducing the concepts of Lagrange Stability (Practical Stability)
and ultimete boundedness. In this case the following theorem is useful.

Theorem 7.2

Iet V(i) be a scalar functicon with contlnucus first partial deriv-
atives. Let Qs and O designate regions where v(x) < £ and V(x) < r, (.,r > 0)
respectively, and r <A. Further s let Uo define a region within Qr »

i.e., UOC Qr. If

v(x) > 0 for :-cenf and x £ 0 (a)
V(x) £ - < 0 for X ¢ Uocn Qyp ’ (v)
v(x) S0 for X € U, (e)

then every solution to Equation (7.4} initiating in Uocﬂ Qg will
eventually enter U0 and never thereafter leave nr.

The acquisition stability problem now can be formulated as
establishing & function V(x) such that conditions (a) and (b) of
Theorems T.1l or 7.2, as applicable, are satisfied and that RC Q‘(.

Although numerous methods have been proposed for establishing
sultable candidates for V{x) no generally applicable approach exists.
Nonetheless, for particular system classes the stability problem has
been solved completely. For example, the Lure' transform reduces the
problem of stability to satisfying certain simple algebralc constrainte
for a cless of syestems incorporating a nonlinear gain element. In
general this, and other techniques, are not applicable to the

* [, U, and a superscriptce denote set intersection, union
and complement respectively.
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acquisition problem. Instead other, more fruitful, approaches exist
and for the most part these have been left relatively unexplored.

Recently R. Pringle [25] has suggested that for mechanical systems
a very useful "testing function" (candidate) for a Lyapunov function,
V(x), is the Hamiltonian. As this work points out, a fundamental dis-
tinction between the total system energy and the Hamiltonian existe for
problems involving rotating coordinates or cyclic variables. Since in
acquisition system formulation the kinematic variables fall into this
category the importance of the observation is apparent. Whereas it is.
frequently convenient to choose the totel system energy as a candidate
for ¥{x), usually this does not suffice. In Section IV an intuitive
approach was successfully employed to establish a suitable V(x).

A suitable Lyapunov function to establish a regional lower bound
on the extent of stability can be obtained for any continuous non-
linear system not possessing an ultimate state limit cycle. The non-
linear system is linearized about the desired eguilibrium point and
the stability of the lineer approximetion is established. Since a
Lyapunov function for the linesr system is always available, this
function can be used as a candidate for the nonlinear system.
Linearizing Equation (7.4) gives

= [Al x (7.5)

Mis

vhere [A] is a constant matrix. The linear system is stable if the
real parts of the eigenvalues of the matrix [A] are all negative. If
some of the eigenvalues are identically zero or pure imasginary peirs
no informetion on stability can be obtained by investigation of the
linear system. These cases are the so-called Lyapunov Critical Cases
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and the stability 1s ascertained only by consideration of the nonlinear
terms[26]. Even in the critical cases a Lyapunov function can be found
to establish the stability of the equilibrium point.

For the case where the linear approximation is stable, a Lyapunov
function can be found to be

v = %0 [P] % (7.6)

where i° is the transpose of x and [P] is a symmetric positive definite
matrix satisfying the equation

P [e] + [2] [o] = - 1) (7.7)

where [I] is the unit matrix.

Equation (7.7) can always be solved and the resulting V(x) is
both necessary end sufficient for the linearized system of Eguation

(7.5).

Since the linear approximation must be valid for x sufficiently
near the equilibrium condition, the function VL(i) must be capable of
establishing & region of stability for the nonlinear system as well.
A1l that must be accomplished is to take the total differential of
Equation (7.6) with respect to time and utilize Equation (7.4). This
glves

@ = 1 [a] 2@« [F®)]T (4] x (1.8)
For applicatlicn of Theorem Tel it is required to esteblish the largest
Jﬁ VL(i) = £, such that for x ¢ Q ¢ then QNL(E) £ - €< 0. This is most
eagily accomplished by finding a suitable region 5 in x-space, wherein
\.INL(:?.) < - € < O and then establishing the largest -{ such that {2 o C S,
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This proves stability of the nonlinear system within 01. The funda-
mental study of this section is concerned with establishing a practical
means for establishing S apd 01.

Combining the approaches of linearization, intuition and applica-
tion of the Heamiltonian provides a powerful starting point for estab-
lishing potentially useful candidates for V{(x).

T.2 Stability Study Approach and Scope

The present study has been devoted to investigating the utility
of digital computation for establishing the regions S and Qf. This
represents a considerable task since the basic evaluations required

are analytic in nature rather than purely computational. The desired
result is to esiablish a computational algorithm which can prove the
sign definiteness of an analytic function over a finite region in
x-gpace and establish the bound of this region.

The development of such an algorithm, based upon e Taylor Series
expansion, is the subject of the remainder of this section. The
algorithm developed was limited to the case in which both V(x) and
V(x) are polynomial functions. Although the nature of the acquisition
problem makes this choice a particularly useful one, it will become
evident that the class of allowable functions can be extended by
employing techniques similar to those given.

The desire to utilize digital computation to accomplish the
stated task is evident if the complexities of the acquisition problem
are considered. Even though the candidate function V(x) may be of
relatively simple form, the resulting V(X) is much more complex.
Therefore, for higher order systems it is a nontrivial task, except in
limiting cases, to analytically evaluate the character of the latter.
It would be highly desirable to be able to use the digital computer
for this tedious task. Not only would this allow evaluation of more
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candidate V(x) functions in a reasonable time, but greater insight into

the problem characteristics would be obtained by observing the nature of
past results (or failures).

7.3 Description of the Algorithm

T.3.1 General Development

To demonstrate the method employed in developing the algorithm, x
is assumed to be of dimension two, namely x = (x,y). Then V(x) = V(x,¥)
and using Equation (7.4) define

F(x,y) = -V (x,5) = - 9V(x,y) + £(x,y) (7.9)

The object is to determine whether F(x,y) is positive in the region

o]

R = {(x,y) x| S %, |y| < :ff} (7.10)

for given bounded values of xf and yf. Only the first quadrant of Ro
need be considered if a function Fk(x,y) is defined which behaves in
the first quadrant identically to the way that F(x,y) behaves in the
k-th quadrant. The relationship of F(x,y) and Fk(x,y) are given by
Table T.l, with the result that when interest in F(x,y) is focussed on
the k-th quadrant, Fi(x,y) be utilized instead over the region

R = { (x,y) : 0<sx = Xp, 05ys yf-} (7.11)
TABLE T.1
DETERMINATION OF Fk(x,y)
1 F(x:y)
2 F(-x,y)
3 F(-x,-y)
L F(x:'Y)
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With this identification, it is sufficient merely to consider the
characteristics of F(x,y) for (x,y) ¢ R The Fk(x,y) (k = 2,3,4) can
then be handled in a simlilar fashion.

1°

The method adopted for determining the merits of a Lyapunov candi-
date in Rl consists of two parts. "The first part is a qualitative test
of the function F(x,y) designed to screen most of the unacceptable
Iyapunovy candidates without undue use of computer time. This method is
inexact in that there is no guarantee that it will reject all improper
candidates. However, no promising candidates will be rejected. Only
if a function passes this test will it be subjected to the guantitative
evaluation which, although mathematically precise, is significantly more

expensive.

The gqualitative test can assume several forms all of which are
simple in concept. One approach would be to select sequences of distinct

values of the varisbles, viz,

0 &= X, %X, <X, % ¢s0es <X = X

1 2 3 n b
(7.12)
Q0 = y1<y2<y3< ....(ym = yf
with a mesh finlteness, A, given by
o = max (e -x), (v, - v,) ) (7.13)

For every 1 and }J, F(xi, yJ) is computed and F is rejected in any re-
gion in vhich 1t tskes on negative values. If no negative values of F
appear, A can be reduced by interposing additional points in the se-
quences of Equation (7.12) and the procedure repeated. However, no
matter how small A becomes, the positiveness of F(xi ) Y J) for every i
and J never sbsolutely assures the positive definiteness of F(x,y)}. It
can, at best, be a strong indicator as to vhether F(x,y) is a Lyapunov
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function or not. When, for reasonable mesh size, the function F(x,y)
is positive at all (xi, ¥y
likely candidate for a Lyapunov function and the qualitative test is

terminated and the quantitative evaluation initiated. Only the quanti-
tative evaluatlon will be considered here because of the simplicity in

) over the desired region D it becomes a more

mechanizling the former. Alternate implementations of the qualitative
test are possible such as random sampling. Study of this ares would
be fruitful in that confidence levels could be established regarding
the sign nature of the function F(x,y) over D.

The quantitative evaluation uses as its basic philosophy the ex-
pansion of the given function F(x,y) in a Taylor Series with a remain-
der R. The procedure employed is illustrated in Figure T7.l. Assuming
that F(xo, yo) > 0, values of X and y, ere to be determined such that
it is known with certainty that F(x,y) > O whenever

(x,¥) ¢ { (xl,yl) Px S X S X,y Sy, S ﬂ4}> z D (7.14)

A new operating point (xl,yl) € D is now selected and the process
repeated to establish an addition region, E, wherein F(x,y) > O.
Figure 7.1 illustrates the case for which (xl,yl) = (ﬁl’yo)‘ Continual
repetition of this process results in operating point sequences {xk} 3
Y P ? vhich if properly chosen, causes the overlap of incremental re-
, provided F(x,y) > O in this region. Note
thsat the ?ferating point sequences necessarily contain subsequences

{xki}'

gions to eventually exhaust R

Y satisfying
ky

- z2 0
xki+l xki
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(XO’YD) (xu ;Yo}
Figure 7.1  Domain of F(x,y)

The computer cannot, by this process, include any points vhere
F(x,y) € O. Should the computer approach a zero of F, it will begin to
accept smaller and smaller rectangles in its attempt to surpass the
zero. This is an indication that the function F is approaching zero
and a simple decislon process will halt the machine for operator

observation.

Now sufficlent conditions for accepbing incremental regions, such
as illustrated in Figure 7.1, will be considered. The main resulis are
presented in the following two theorems.

Theoren 7.3
Given the funetion of two variables F(x,y) defined on

D = {(xx'yx) PR S KNS, Y STy S 5’3}

Suppose that g% and %F exist for all (x,y) ¢ D, and that Px and Py are

lower bound for g% and gg»respectively when (x,y) € D. Defining
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;

P ifP <O
x x

P¥* = (7-15)
x
QO iftP 20
| x
P it P <0
y ¥y
P * = 1 (7‘16)
y
20
‘0 if Py
and
Ry = B*x) - x;) + P*(yy - ¥) (7.17)
Then
F(xo,yb) +R > 0
implies
F(x,y) > 0 for (x,y) € D
Froof:

Under the hypothesis of the theorem, F(x,y) can be expended in a
Taylor Serles with remainder about (xo,yo), namely

F(x,y) = Flx_,¥ ) +R(xy) (x,¥) €D (7.18)
vhere
Rxy) = §E| )+ E] (5w (7.29)
x°+0(x-xo) x°+0(x-xo) 0051
Y +o(y-y,) Yoroly-y,)
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It is to be noted that the partial derivatives are evaluated at some
point in D. Utilizing Equation (7.17), vhere the partials are evalu-
ated as in Equation (7.19), glves

- OF - oF,. - P *%(x - - P *(y.- ]
R(x,y) = R = 3x(x-x ) + ay(y Vo) = B¥(xy-x ) - B o*(y, ¥,)
_|[eF - » - B_E_' - * - > 20
- [3F - B o) + (55 - B ) (7.20)
- Px*(xl-x) - Py*(yl-Y)
Now by definition P * and P_* are non-positive lower boumds to oF and
dF x y ax

5y’ respectively. Thus since X, £ x<x and Y, Sys= ¥q0 each term on

1l
the right hand side of Equation (7.20) is non-negative. Thus

R(x,y) 2R, (x,y) €D (7.21)
By Equation (7.18)
F(x,y) = F(x,y,) + R(x,¥) 2 Fx_,v,) + R (7.22)
P
and
F(xo,yo) +R >0 (7.23)

necessarily implies F(x,y) > O for any (x,y) € D.

Note thet 1t is not sufficient merely to define Px* = Px and
Py* = Py. In this case, the third and fourth terms on the right hand
side of Equation (7.20) could be negative. It 1s an easy matter to
construct an example for which R(x,y) < R, under these circumstances.
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Corollary: Under the hypothesis of Theorem 7.3, and sssuming F(xo,y°)>0,
there exists an € > 0 such that X - X, < ¢ and Yy -9, < ¢ implies
F(x,y) > 0 for (x,y) € D.

Proof';

Since F(x,y) is continuous in the neighborhood of (xo,yo), its
partial derivatives are bounded there. Thus Px* and Py* are also
bounded. ILet

G = min (B%, P¥)

and let B > O be such that F(xo,yo) > B. Now select ¢ > 0

e = r%r (7.24)

Then by Equation (7.22), noting that @ < O

F(x,y) 2 F(x_,y,) + R, >B +Q [(xl-xo) + (yl-yo)]

>B +Q HQT R r%ﬂ] p-B>0

Thus the ¢ given by Equation (7.2%4) satisfies the assertion made in the
Corollary.

This Corollery implies that the expansion process cannot terminate
at (xo,yo) if F(xo,yo) > 0. However, there is no guarantee that the
expansion process will accept values of (x,y) arbitrarily close to
(xo,yo) in the case where F(x,y) > O but F(xo,yo) = 0. The following
theorem considers this problenm.



Theorem 7.4
Suppose that the expansion process is taking place in the domain

Dy {(}C,y):OSx;OSy}

Let (xn,yn) n=0,1, 2, ... represent the sequence of operating

points in the expansion process and assume the expansion process is
guch that x -x > 0 and y -y 2O if n > m. Now suppose that F(xl,yl)
= 0, but tha.t there exists s rectifiable arc’ > (t) o (x(t), y(£)),

(for which x and y are parameterized in terms of t) joining some point
AeDto (xh,yl); end that F(x,y) > O for (x,y) € Y. Finally assume
that x(t) and y{t) are monotone increasing with t. Then, under the
hypothesis of Theorem 7.3, an expansion prc;cess for which the dimensions
of each incremental neighborhood are of the same order can extend along
Y to an arbitrarily small neighborhood of (xk’ yh).

Proof':

The situation is illustrated by Figure T7.2. Assume the contrary,
namely that there exists a neighborhood of (ﬁ,yl) for which expansion
along v cannot enter. Then there exists pointa on v other than
(x.h,yk) vhich cannot be covered by the expansion process. Let

B, = (xh,yh) = i:f {(X(t), y(t)) :

L 2.3
(x(t), y(t)) cannot be coverea} (7.25)

% Rectifiable is defined as: ILet the curve y{(t) = [x(t),y(t)] ve
described by a parameter t for a £ t < b. Let |y(t)]| = [xz(t)+y2(t)]l e
and let n be a partition of t, a = t1<t2< t, <.ea< t = b. Let
s(x) = % Ir(t;,;) - r(t;)] and let 5 = 5JF
S(x) ove% all possible partitions. Then T is rectifiable if S is finite.

S(Tt), l.e., the supremum. ©of

¥ i%f (£(t)) means the greatest lower bound with respect to values
of t in the domain of the function f.
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This point is well defined since Y is rectifisble. The definition of
P, the rectifiability of v, and the continuity of F(x,y) implies
that for any glven e > 0, there exists an M such that

xu - m< €
Y, -~ ¥y<e (7.26)

[F(xpyy) - Flx Ly ) | <e

(XM, yM) will now be utilized as an opersting point to determine
(%17 Yyyy)+ Thie results in

Ry = B *xp=xy) + P ¥y wy) 2 - K Uxpxg) + (3y9y)]

4

(YA 34% )
(xp. r}’u )

Figure 7.2 Expansion Along v

where K is a finite constant (0 < K < ®) such that

-K < min (Px*, Py*)
Then

P(xp¥y) + By > F(xpyy,) - K Lx %) + (ry -5y
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Thus if

(%) + (=) § —5—
it necessarily follows that
F(x¥y) + B, >0 (7.27)

Thus the expansion process can take plece slong y at least to the point

(xMﬂ,de) where

F(xwy )
M T *w 7 —"—K_y—al
’ (7.28)

M*T T %

IMa1,

/

where 0 < o, < %’- (i = 1,2) and the @, are chosen in such a wvay that

(xM+l’yM+l) € y. Therefore,

x = ( ) F(KM’EM)H (7.29)
Tl ~ T VMR Y TR 7.29

But since F(x,y) > O on y except at (xl,yk), it follows that there
exists a B > O such that F(xM,yM) > f. Then in view of Equation (7.26)

T ¥ T % ?{' - € (7.30)

or

1~ M (7.31)

since ¢ can be selected arbitrarily small. Similarly

Y~ Tu (7.32)
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But this is impossible by the definition of (xu,yp) and so this contra-
diction implies that the expansion process along y exists to an arbitrary
neighborhood of (x,,y, ).

In particular, if the point A is the origin of D, an expansion
process beginning at the origin eventually reaches an aribitrarily
small neighborhood of (x; ,yl).

Wilizing the methods described in the previous theorems for
establishing neighborhoods, along with a sultable neighborhood expan-
sion or overlapping method, a region including (0,0) can eventuslly be
established in which F(x,y) ='g-—: is greater than zero. In the limiting
case, the boundary of this region satisfies F(x,y)} = 0. This region,
Rz, is shown in Figure 7.3 which also plots the loci of constant V
functions V(x,y) = v, (i = 0,1,2,3,4,5). Unfortunately, it is not in
general possible to deduce system stability to {0,0) for any (x,¥) € R
the

2
For assume the system is at point A at time to. Since A ¢ Rz’
function must decreese, but there is no assurance thet the system tra-

Jjectory will not pass through point B for some time greater than to,

Figure 7.3 R, and Loci of Constant (x,y) Functions
in x, y plane
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since Vh < VS- But at point B, %—% can be positive and so the system
trajectory may possibly never again enter Rz'
The acceptable region te illustrate asymptotic stability is thus
the interior of the boundary determined by the largest Vi function
which lies solely within R2. In Figure 7.3 this is given by the Vi
function whose wvalue is V3. In general, if Di
whose boundary has the V functional value Vi then gsymptotic atalility
to (0,0) is assured for (x,y) ¢ D, vhere Il is the maximal subset of
R, for which (x,¥) € D, implies vix,y) < v(xu,yu) for every (xp ,yu) in
the complement of Rz. This results in Theorem 7.1, given previously.

correcnonds to the domain

To find VK and DK once R2 has been established is nontrivial. A
sequence of points p = (::n ,yn) arbitrarily close to the boundary of
R, can be established, and V(xn,yn) computed for all n. If the points
lie sufficiently close to each other, & good appraximation to the
maximum ecceptable value of Vi’ say VK’ will be established by this
method. It remains to show rigorously that the corresponding domain

DR, Then finally (x,¥) € D, implies asymptotic stability to (0,0).
Thus, for some analyst chosen ¢ > 0, consider the function

G{x,y) = V(x,y) - Vi + ¢ (7.33)
By the previous paragraph, it has been established that G(xn,yn) >0
for all of the boundary points (xn,yn). Consider two adjacent points
P, and Pla” It is sufficient to show that G(x, y) > O on this line

segment and to do this for all n.
On the line segment, y can be simply related to x provided

% < o, a case which can always be avoided by proper selection
of the p, . Thus, writing y = f {x), it is required that
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G(x,y) = G(x,£(x)) = H(x) >0 (7.34)

Instead of dealing directly with H(x), consider instead H{z) where
z = X on the condition that X,
desired to prove that

>x &and z = -x iIf x <x . It is
n n

+1 n+l

E(z) > © (7.35)

on the line segment. But this is the one dimensional analog of the
problem considered in Theorem 7.3, and specifically, all the previous
theorems apply. Thus letting z, correspond to the point Py gives

B(z) 2 H(z ) + R (7.36)

and it is required to select, if possible, a distance along the line
segment sufficliently small so that

H(z ) + R >0 (7.37)
In this case, Rm is given by

R, = P(z,-2) (7.38)

m

where Pz need merely be a lower bound on g%. If a finite number of

expansions eventually include pn+l’ then clearly Vk is less than

V{x,y) for (x,y) on the line segment. If this holds true for all line
segments, then DK is truly s domein of asymptotic stability. If this
procedure fails for some segment, a lower value of VK must be assumed
and the entire process repeated. Eventuslly this method will generate

an acceptable domein.
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7.3.2 P(x,y) A Polynomial
Consider the previous discussion limited to the case in which
F(x,y) is a polynomial

i
F(x!y‘) = 2 ai.j X YJ (7'39)
1+jsm
To apply the methods previously described, it is only necessary to de-
termine suitable lower bounds, Px and Py for g% and %’ respectively.
Theorem 7.5
Supose that in D
aF 1 + 13 - i3
= = T b,xy = Sbv,xy +2Z0b,, x¥ (7.40)
ax 1+j<m i) iJ ij
where bIJ z 0 and h;J < 0. Then a sultable value of P 1s given by
_ + i J - i J
Fe = Ihyy x5 ,"+2by X7 (7.41)

Proof: For any (x, y) ¢ D, X <x< x) and Yo SV S 3y therefore,

+ 1.3 i 1
Zby,x" ¥y 2L by X7y,
. ; (7.42)
- - i
Ebijx y‘jz}.."'l:::l.j XN
Thus in view of Equations (7.4C) and (7.42)
P < §§ (x, ) ¢ D (7.43)

vhich proves the theorenm.
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Similarly, if

oF _ S SN + 1 3 - 1
Sy z ciJ X"y =2 PR z ci‘1 X yJ (7.544)
where cIJ z 0, C;J < 0. Then a suitable lower bound to %g if given by
- + 14 - 1.3
Py = I iy X Yo * )X Sy %"y, (7.45)

T.3.3 Overlapping the Neighborhoods

To complete the algorithm deseription, it remains to describe a
method for overlapping acceptable neighborhoods in some orderly
fashion in order to establish the domain within which the given
function is sign definite. Many possible approaches exist, but the
reduction to a computer algorithm of even the simpliest approach is
not generally an easy task. Consider a funetion of two variables.
Suppose, as in Figure 7.4, a number of rectangular neighborhoods are
overlapped, where the origin of each neighborhocd lies on the boundary
of some previocusly eccepted neighborhood. It is evident from this
Tigure that the irregularity of the shaded portion of Figure 7.k
results in a difficult analytic description of the area yet to be
covered, in that the computer is required to store a great many
coordinate values, (x,¥), in order to adequately define the boundary
between the two areas. Using the point A as an operating peint for
a new rectangle D, the computer program would have to possess the
capability to establish and store the points B and C vhich must be
used for future operating points. Geometrically, the situation is
guite clear, but the reduction of this type of expansion process
to a set of formal computer programming statements, while presenting
no essentie’ difficulties, is nevertheless quite complex.
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—> X
Figure 7.4 Overlapping Neighborhoods

Contrast this expansion process to tihe simpler one illustrated in
Figure 7.5. Here assume that, by some auxiliary means (linearization,
ete.), 211 points in the very small rectangle deroted by the number 1
vield positive functional wvalues. A line a - a' parallel to the y
exis is tihen established ueing the methods of Theorem 7.3 such that
positive functional values are assured in rectangle 2. Such a line
exisis by the corollary to this theorem. Next a line b -~ b!t,
parallel to the x axis is similarly established such that rectangles
3 and 4 can be accepted. Then ¢ - ¢' is established to accept 5 and
6, & - &' is selected to accept rectangles No. 7, 8, and 9, ete. 1In
generzl, the expansion program iterates between the two axes, ex-
hausting erea in en orderly fashion that requires reletively little
computer memory. Only the incremental values along the coordinate
axes nust be stored, namely the points f, b, d4..., e', a', ¢'..., elc.
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Unfortunately, the method described in the preceding paragraph
and illustrated by Figure 7.5 possesses a limitation in that it does
not meet the requirements of Theorem T.4. This is because the accep-
tence of each new rectangle keeps one dimension fixed, reducing the
second dimension until Equation (7.23) 1s satisfied. Since both
dirensions camnot be reduced to arbitrarily small velues this expen-
sion process can limit at points where F(x,y) > O. Thus from a
single origin, O, the entire domsin for which F(x,y) > O cannot be
obtained in gemeral. This difficulty can be overcome by resetting
the computer origin to 1limit points with non-zero functional values,
and veginning a new expansion process. In this wey the entire ac-
ceptable domain can be obtalned.

In order to keep these stability studles within reasonable
bound, it was important from the start to avoid non-essential pro-
graming complexitlies at the sacrifice of some program flexibillty.
Thus despite the inefficiency of the latter overlapping approach, this
metrod was the one selected for digital programming. The program was
written to handle three state variables, so the three-dimensional

Y4
e a c
d d'
7 8 ¢
b bl
3 4 .3
f \\ f!
1 2 5
N .
x
0 e a' c'
Figure 7.5 Simplified Overlepping Method
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Figure 7.6 Start of the Cube Growing Process

analog of this method, illustrated by Figure 7.6, was employed. Starting
with "cube" No. 1 and then selecting a plane a - X, - a' parallel to the
z = ¥ plane in such a way that cube No. 2 can be accepted demonstrates
the analogy. Then a plane b - Yo - b'; parallel to x - z is picked such
that cubes No. 3 and % meet the requirements; and finally a plane
parallel to x - y is selected to fit in the four "cubes" above those

in Figure 7.6. Then attention is focussed on a new plane normal to

the x axie and the whole procedure repeated. Again this programming
method iterates among the coordinate axes in such a way as to enlarge,

in an orderly fashion, the region within which F(x, y, z) > O.

It is evident that this overlapping method could easily be
extended to spaces of any finlite dimension. Fundamentally, the
algorithm does not change. To fit in a new n dimensional cube; n-1
dimensions are held fixed while an n-l1 dimensional plane is added in
such a way that the required inequalities are met. There are
merely more cubes to consider and more coordinate axes over which to
iterate.
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A simplified version of the computer flow diagram appears in
Figure T7.7. The three coordinate axes are labeled Z,r 295 Zg)
and the computer ig presently attempting to fit in a new plane on
the z_ axis (s = 0, 1, 2). The basic computations involving the
original functlon, its partials, Rm, ete. are performed in the
Polynomial Computer. The result ias tested to see whether Fo + Rm > Q.
If not, the increment is reduced. If the test is passed, the computer
indexes to a new cube by lterating in the z(x+1)* mod 3direction. This
procedure is continued until the "end" of the cube is reached at which
point iteration occurs in the z(x +2) mod 3 direction. Once this

POLYNOMIAL
COEFFICIENTS
POWERS, ETC

'

: POLYNOMIAL REDUCE |NCREMENT
COMPUTER ALONG z_
i INDEX ALONG
CUBE ? Zotl
I————-—-—-—.———-—-—-—--— MEMORY
|
INDEX ALONG REESSI-ICEE YES ESTIMATE MNEW
2542 CUBE 2 ®1 "PLANE" FOR z, AXIS
INDEX TO
Zs+1 AXIS -
Figure 7.7 Simplified Computer Flow Diagram




iteration ceases, the computer "estimates" a new plane for the z
axis (which it will utilize upon its return to this axis) and then

indexes to the z( axie. The entire procedure is now

g+l) mod 3
repeated on thie new axis, etc. A very detailed description of the

program with a complete flow diagram appears in Appendix D.

7.4 Computer Solutions of Well-Behaved Polynomials

The computer program was first considered for polynomials
which conteined no negative terms and were thus obviously positive
definite in the first quadrant of the space pertinent to its indepen-
dent variables. The purpose of this exercise was to establish some

measure of how much time the program requires to exhaust a given
space, and how this time varies with the dimensionality and degree of
the polynomial in question. Because of the pogsitiveness of each term,
the polynomials considered result in computer operating times that

are somewhat lower than would be expected in most cases. This is

due to the fact that Rﬂ1 equals zero in all the computations, and
therefore, there can be no failures resulting from poor incremental
guesses. Thus while the computer employs the same computations for
these simple cases as for the more complex problems, it is essentially
unrestricted in its neighborhood expansion process. However, it should
be noted that if a candidate is truly a Lyapunov Function in some
region, it too will exhibit well behaved characteristics resulting,
perhaps, in Rm values vwhich are zero or only slightly negative over
much of the domain of function definition. Thus 1t may well be

that many practical cases of this sort inveolve computer operating
times which tend to approach those to be specified.

In any event, effects of polynomial dimension and degree for the

general case can probably be derived from these examples. In all of the
following examples the expansion process in each variable extended
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from 0.2 to 1.33 x J..O5 » or better than a six order magnitude change.
This change In every case was obtained by eleven increments in each
variable, the comsuter vrinting ocut the run time required to the
nearest second. The results are summarized in Table 7.2.

TABLE 7.2
COMPUTER RUN TIMES VS. POLYNOMIAL CONSIDERED

Time Req'd
To Expand All
Num- Variables fro
ber Polynomial 0.2 to 4.88
x 10° (sec)
1 x2y2z2 - y222 + x222 + x2y2 + x2 + y2 + z2 39
Y,
2 x5y o+ % x2y2 + % xay'2 + x2x2 + x2 + % y2 + %ya 5
3 v2v2__2 . _l; x2”2 . _l_ x2x2 R }_ x2x2 . '-1-)(2 + 1 x2 o
-eT 377 73 3 3 3 -
H x y2 + x‘e + y'2 3
5 x2 1

Table T.2 clearly illustrates the detrimental effect of system dimension.
The first three entries possess terms of comparable complexity, yet

there exists g very significant difference in the computing time required.
This, of course, is to be expected since many more neightorhoods must be
evaluated as the dimension increases. The polynomial complexity does not
appear to be as significant a factor. For example, comparison of

numbers 3 and 5 shows a time ratio of only a factor of two despite

the fact that there is & vast difference in the complexlity of the
functions.

In the next section, an example will be considered for which the
polynomial does not possess the ideal characterisgtic here.
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7.5 An Example

T«5.1 Problem Description
Consider a satellite in an earth orbit tumbling solely about its
pitch axis under the influence of the Earth's gravitional field.

Figure 7.8 illustrates this situation and defines principle body axes

R R
2,1{3).
S8ince the satellite 1ls assumed to posgess no roll or yaw attitude

(xl, Xas x3) and corresponding geocentric reference axes (le, X

R R R
er;or or error rates, X, = X, and (xl, X, x3) is related to (xl > Xy s
Xy ) by the direction cosine matrix

] - . R
X a33 0 al3 X '
x| = o 1 0 x B (7.146)
2 e
s
.
X -8 0 a LXK
3 _13 3{3 L3J
Euler's dynamical equation for the pitch axis is
. 2
I, &y + 30 (Il - I3) B3 833 + T, = 0 (7.47)

where Wy is the pitch body rate, Il, 12, and I3 are the roll, pitch, and
yaw moments of inertia, respectively, o 1s the orbital rate, and Tc,
the control torque on the piteh axls. The kinematic equations relating

direction cosines to the body rates are

b
-

&

-(wb + mb) a

13 33

? (7.1:8)

a

fi

33 (wb + wb) a3
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Figure 7.8 Satellite Tumbling in Pitch

Writing Equations (7.47) and (7.48) es e set of three first order
equations, the result is

@ = o~
é = =N (7""’9)
® = Ad-AOR+Y

where

! (7.50)

£
i
£

-
il
¥

It remains to select a contrel law. A rather simple control
system is one employing a reaction wheel. The control law chosen is

H = (7.51)

w = K, 813 833
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where Hw ig the reaction wheel momentum and k is a gain constant.
If k = kc,/r2° then by Equations {7.49) it follows that

x & -k (of + pd)

T (7.52)

= k (1-g) (ﬁn-m)+kd?m

Substituting Bquation (7.52) into Equation (7.49) the state equations
become

Qo

=an-m

-aw ( (7.53)

e
]

b = Aa-m+2kam-ka2m-km+ka2m.

In ordexr to investigate the stability of the system given by
Equations (7.53), it is desirable to determine a Lyapunov function
for the system, namely a positive definite scalar functiom, V,
of the state variables whose time derivative 18 negative definite
except; perhaps, at certain locally unstable points where g% is
permitted to take on zero values. The determination of & suitable V
funetion is no simple task. A start can be made by finding & Lyapunov
function for the linearized system corresponding to Equations (7.53).
In this way, at least a small portion, D, of the three dimensional
state space can be found such that (o, B, ®w) ¢ D implies asymptotic
convergence to (0, 0, 0). With good fortune, the function obtained
may turn out to be a Iyapunov function for the nonlinear system as
well or provide an indication of what modifications can be made in the

funetion such that it is suitable for this system.

The first step in this investigation is to determine over what
state space region the linear system Lyapunov function is a Lyapunov
function for the nonlinear system as well. For this determination,
the polynomial computer will be utilized. 8ince the purpose of this
example is to demonstrate the utility of the computer program, this
is the only part of the problem that will be considered. Once this
region has been determined, human judgments and subsequently another

routine can be emplo,
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Linearizing Bquation (7.53), the result is

y

& = -w
B o= 0 ’ (7.54)
(;) = m - kﬂ) F

Provided that the system possesses complex roots and that A and k are
both greater than zero, & Lyapunov function and asymptotic etability
for the linear system can be implied from the function

v =a2-§-m+im2 (7.55)
since
Vo= -k (7.56)

and V is positive definite since complex characteristic roots
imply

k2 - A< O (7.57)

Considering the V function of Equation (7.55) for the nonlinear
system, it follows that

2
v =-[§-m2-% an+ka?]+i-(3ﬂm2- 2&2m2

(7.58)
+ (2§a2m2 -k2a3m) +k2 (-2oem+aaam) +ko?ﬂ)

vhere

0<p=s2, -1 a< ] and w is unrestricted.
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The negative of Equation (7.58) was utilized by the digital
routine to establish the state space region within which Vo < O.
By employing symmetry considerations, all quadrants are covered 1if
w2 0 but o assumes both plus and minus values.

The parameter k 1s chosen such that the linear system has a damping
ratio of 0.5 and the moments of inertia are taken to satisfy

I -1I
3 (-—lf——ﬁ) = 2.25 (7.59)
2
Taking
(V]
1\ = a;; (7-60)

Equation (7.58) becomes

2 . . [0.661° - o + 1.50 o] + [2.00 g - 200 cg

o]

+ 1.50 aas] + [-1.33 B2 12 + 1.33 & W° (7.61)

-a3‘l1+man]

Determination of part of the region for which this equation is negative
will now sexrve as an example for the digital computer routine previously

described.

7.5.2 Computer Results
The negative of Equation (7.61), namely
V.
F(, oy B) = =~ L (7.62)

w
(=]
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0.1

Figure 7.9  gpace Associated with Example Problem

was specified to the polynomial computer using the initial operating
point (no, @, ao) = (0.1, O, 0) as 1llustrated in Figure T7.9. It
was not possible to begin the expamsion at (0, 0, 0) since F(0, 0, 0)
= Q. The computer was instructed to expand, if possible, to final
values (nt’ o5 l.’ar) = (10, 1, 2) within the copstraint of a 5 minute
time limit. Since this approach leaves the region 0 < 1 < 0.1,

0<a, 0 <p unaccounted for, a second computer application, under
the same time constraint, was initiated at (0, 0.1, O) with expansion,
Af possible, to (0.1, 1, 2). No attempt was made 10 exhaust any addi-
tional volume lying close to the p axis since F(0, 0, B) = O for all B.
Fhysically, a system trajectory can cross the B axis only at f = 0 or
2 s0 this is no real limitation. This will be discussed more fully
later.

For the first run described above, the computer, within the five
minute time limit reached the point (M, o, B) = (10, 0.35, 0.13).
Thus it expanded to 1te final desired value in only one of the three
variables. From the nature of the print out data, 1t is evident that
0.35 and 0.13 represent limit values of & and f of the expansion in
that the computer reached these values in a relatively short time,
devoting most of the five minute running time 4o iteration in very
small neighborhoods of these values. Since F(1), &, 8) 1s not close to
zero in this neighborhood, the program has obviously spproached &
limit point of the type described in Section T7.3.3. This is a charac-
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teristic only of the expansion method rather than the basic algorithm,
and this problem can be surmounted as described previously. No attempt
to reset the computer to this limit point was made here since the
primary purpose of this example is demonstration of the program rather
than solution of the problem.

The second run described above achieved somewhat better results
in that the final values of (7, @, ) were (.1, 1, 0.41), Here only
the third coordinate, B, failed to reach its desired limit, limiting
instead in a similar manner described above.

As described at the end of Section 7.5.1, the polynomial F(T, -a,
B) also required consideration. The same two types of runs illustrated
by Figure 7.9 were considered here also. The first of these expanded
from (.1, 0, 0) to (7.5, .54, .18) (instead of (10, 1, 2)) and the second
expanded from (0, .1, 0) to (.1, 1, .53) (instead of (.1, 1, 2)}). Again
the limit points were of the nature described above. A typical 1llus-
tration of one of these runs is given in Figure 7.10. Z1» 22’ and z
represent the variables (1, @, B), P, is the value of F, NFT records
the number of computer estimation failures, and U(s) represent values

3

utilized by the computer to form its expansion estimations.

These results will now be applied to the physical problem at hand.
First of all, it is clear that for analytical convenience the
three dimensional problem was constructed from one that is essentially
two dimensional. This is because @ and p have been unconstrained
relative to each other whereas in reality

+a = o+ (1'5)2 = 1 (7.63)
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Thue the computer obtained results can actually be plotted in two
dimensions where the acceptable limit on a, a, is glven by

@ = min [al,vl - (1-91)2 ] (7.64)

vhere @ and Bl are the final computer values. The previous computer
results then reduce to the illustration in Figure 7.1l1, vhere the
shaded region represents the domain the computer has accepted. It

is assumed that the small rectangle near the origin can be shown to
possess posaitive functional values by some other mesans, for example,
from a consideration of the dominating terms of F(T, a, B).

The ILyapunov candidate can be written as

vie, M) = (a-.330 %+ .05 7 (7.65)
As described in Section T.l, it is necessary to find the minimm value
of Equation (7.4-20) on the outer boundary of Figure 7.11. A simple
computation demonstrates that the minimum value of the V function on
this boundary is V = .0642. Thus, stability to (0, O) is assured
as long as {7, a) are such that Vv (1, a) < .06k2. This curve is
illustrated in Figure 7.11.
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SECTION VIII

CONCLUSIONS

The basic analytic sections of the report from which general
concluaions can be drawn concern the kinematic representations
(Section III), the comparison of possible acquisition schemes (Section V),
the optimization study (Section VI), and the stability study
(Section VII).

8.1 Kinematic Representations

There still does not exist & universally acceptable and readily
applicable kinematic representation for rigld body motion. For complete
three axis acquisition simlation studies the Euler symmetricel parsm-
eters appear most suitable. For the one axis acquisition problem three
appropriate direction cosines provide simple analytic and simulation
capabilities. The utility of the latter approach was demonstrated in
Secticns IV, V, and VI where significant use of this representation
appears. For analytic studies of the complete three axis acquisition
problem the appropriate choice of representation is not clear. In
Appendix A the Gibbs vector ls successfully utilized for & sclution to
this problem. In this application the control law was admittedly arti-
ficially chosen to '"match" the kinematic representation. For simplicity
of representation it was demonstrated in Section III that the kinematic
representation employed should be closely related to the acquisition
system sensor characteristics. Since avallable sensing techniques give
outputs nearly proportional to the cosine of the angle between sensing
axis and sensed object, the advantage of direction cosines in this
respect 18 clear. Thus it zeems that the only worthy conclusior
is that the analyst should possess s familiarity with each of the avail-
able representations so that all can be coneidered for each application.
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8.2 Acquisition Systems Comparisons

In comparing the various acquisition systems of Section V several
interesting conclusions vere established. Perhaps of major significance,
and also the major limiting factor in the general application of these
particular results, is the advantage obtained by initiating the acquisi-
tion maneuver near the desired final equilibrium point and having
avallable sufficlent control acceleration to prevent significant diver-
gence from this point. This is not & revelation but rather a confirmation
of hypothesis. It does establish the advantage available from an
attitude stabilized launch vehicle in that the design based on this
initial attitude apparently approaches the theoretically optimm) perform-
ance for various constraints on control law implementation. For the
lowest control acceleration level tested the tradeoffs in other system
parameters - rather than just control acceleration lavel - were more
apparent. The increase in convergence time and decrease in fuel with
decreases in the direction cosine sensor saturation level vere most
readily observed for the low torque case with gyro rate sensing. Again,
Zor the low torque case the direction cosine sensors, a major decrement
in performance occurred in changing from AC to SC rate sensing modes.
The lower the sensor saturation level the less pronounced this effect,
veing approximately a 65% decrement with saturation at 0.7 and about L0%
at 0.25. A second major decrement in performance occurred in changing
from ASCER to FDR rate sensing modes., In this case the effect was most
pronocunced for the lowest sensor saturation level, being over 100% in
this case and only about 20% for the higher sensor saturation levels.

If, for a particular application, the sensor saturation level is unavoid-
ably low it appears desirable to incorporate improved body rate
information over that sveilable by passive means,

For Euler angle sensing the results presented in Table 5.4
demonstrete an sdvantage in blanking the roll signal. In this cease a
general decrement in performance is noted as the sensor saturation lesvel
is decreased. On the other hand the use of FI control provides Improved
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performance over that available with G control for intermediate sensor
saturation levels and low control acceleratlon levels. The reason for
such lmprovement has not yet been firmly established. Comperiscn of
Euler angle and direction cosine sensing shows no essential difference
for large control acceleration levels. Tbis 18 expected for this nearly
linear operation mode since the two sensing spproaches are nearly equiva-
lent. However, even with low control acceleration levels no clear
distinction exists, except perhaps with high sensor saturation levels and
gyro rate sensing in which case direction cosines are favored (see

Figure 5.20).

8.3 Acquisition System Optimization

The optimization approach of Section VI provides a practically
implemented technigue for pseudo-optimal design of acquisition systems.
The technique is efficient in that even for many free parameters (say
nine} end several initial conditions (say four) an optimal parameter set
can be found in about one hour at s total machine cost expenditure of
less than a hundred dollars. Even for more complete optimizations
involving more parameters and more initial conditions the time and cost
are small.

The utility of the optimization approach for providing practically
useful results has heen demonstrated. The capability of working with
combined optimization criteria was demonstrated by the minimum thrust-
minimrr time Ooptimization resulis. Other results have demonstrated the
capablility for these optimlization algorithms to establish parameter
saturation values for optimal control which could not have been obtalned
in a guantitative manner by any other method. For exempls, the require-
ments to have no direction cosine sensor saturation for minjmum time
cptimal control, very low sensor saturation for minimm fuel optimal
control and intermediate sensor saturation for minimum thrust optimal
control are not readlly predicted in a quantitative manner by other
means. The capability for investigating a set of initial conditions
simltaneously provides a key advantage to this scheme over other less
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quantitative techniques. Future improvements potentially can provide
even greater capabilities and understanding for complex nonlinear systems.

8.4 Acquisition System Stability

The approach to stabllity investigations of nonlinear control
systems described in Section VII may have considerable practical value.
The studies performed, although limited in scope, have demonstrated the
potential utility of employing digital computers es analytic aids in
these stabllity analyses., BEven for the relatively crude first steps
taken here, the computational requirements do not appear to be excesslve
for systems of reasonable corder. A great deal of work remains to be
done to definitely establish the practical significance of the approach
and the clasaes of problems which can he expected to fit into the
allowable category.
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SECTTON IX

NEW TECHNOLOGY

The ideas presented in Section VII are considered new concepts,
and the hybrid optimization of Section VI represents, to our
knowledge, the most successful underteking of this sort thus far
attempted.,
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AFPPENDIX A
MORTENSEN'S ACQUISITION EXAMPLE

In Reference [2’3, Mortensen uses the Second Method of ILyapunov
in describing an acquisition system that is asymptotically stable in
the large. 8Since it is felt that this particular example has some
merit, it is presented in thia Appendix.

It proves advantageous to make & slight reformulation of the
dynamical principles given in Section III in order to investigate
the application of various control technigues for aettitude control.
Define the angular momentum vector, L, which is related to the angular
velocity vector @ by

(1, ER 0! lo
% x X
*
= L = 0 o = o Y
I v Iy ' o, b ) (A.1)
L 0 0 I o
Z L FA Z_‘

vbere Ix’ Iy, I,‘t are the principal moments of inertia of the body
inertia matrix ¥. In terms of the angular momentum components I.x, Ly,

I.z, Buler's equations may be rewritten in matrix form

-
L L R
il o £ -2 s |
X X
Z J
* Lz Lx
I = |- =— 4] —— L + 2
¥ I T y Yy (4.2)
by L
* X

% Note that Mortenson's notation replaces the subscripts 1, 2, 3
used earlier by x, ¥, and z respectively.
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From Section III, the components of the Gibbs vector a, B, v and
their derivatives are related by

&

T

-t

=

-

(@ o

[i\]
L.z.J

-

Define the scalar S by the bilinear form

T+

Combining Equations (A.2) and (A.5) into a six-dimensional vector-matrix

@ e ]

o] o
in

NHINL-'

<

HII—-‘

0

.
L L
2 _X|[q]
I, I,
Lx
5 =B |+
Ix
L
X
= 8 l|r
I .

HII—'

=

L

(a.3)

(A.4)

(A.5)

(L2 |

differential equation glves a complete dynamical description of the
motion of a rigid body subject to any external momentsi
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(A.6)

Conslder (A.6) as the fundamental dynamic description of a rigld body
for the acquisition control problem.

For attitude control problems, the moment vector acting on the

rigid body is the sum of the control torques Uy uy, u, applied by

the control system and disturbance torques dx, dy, dz resulting

from external causes. For acquisition the disturbances can usually

be neglected.

Therefore,

-
M, |

o
o ONZ

2Lg

(A.T)



Using the definition (A.4) of the quantity g appearing in the
matrix in (A.6), 1t 18 possible to rewrite this matrix so that the
dependence on I.x, Ly, Lz, @, B, Y appears explicitly. Making this
revision and incorporating (A.7), the fundementsl dynsmic equation

becomes
Lx ¢}
L] Lz
L - ==
¥ Iz
|
L
-4 Iy
& lif
2T
x
pa_
ﬁ 21
X
s e
¥ 2T
[ | X

acquisition control stability problem.
vector have any initial values on, L

L
=2
I

%HI Nh

B

n
Y.

m'g
=]
o

A

Ly
0

Iy

Lx
- 0

Ix
0 0
(4]

EIz
g bk
212 2Iz
w? Ly
2Iz 2Iy

O

v |

10}

(A.8)

As an application of the formulation just developed, consider the

at time t = Q.
@=p8=7y =0 with zero rate {1.e., maintain the state vector at zero).

yo

The problem is to find a suitable control law which makes the
control moment vector (ux, Uy uz) a function of the state vector
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Let the components of the state
s Lzo’ a, ﬂo, ‘r0 whatsoever
The desired orientation of the body is defined as



(fo Ly, L. & B ¥) such that the resulting acquisition system may
be proven asymptotically stable in the large by means of the Becond

Method of Lyapunov.

Mortensen propogsed the following, admittedly artificlal, control

law.
F— -~ g 2 i — -
- x (2re) o (Be| i (YR
Uy kx ¢ o kp 21 ) l“1:(21 ) kp 21 Lx
X x X
u (o] - 0 -k &.) =k (ﬁ =k (I.E..) L
2
Y ¥ P -’—-‘Iy P Iy P 21Y 'y
or BY_ 1+H1
u 0 0 =k =k (== ) =Kk =K | == L
z EIz r 21z P EIz 2
(4.9)
o} 0 0 0 4] 0 0 o
0 0 0 O 4] ) 0 <]
v}
o | L_0 0 0 0 4] Q i Lr |

whers k_ ky,, k_, and kp are all constante (i.e.., “control gains").
Substitution of {A.9) into (A.8) yields:
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1T L L T
i -k R X (lﬁ kp( ) kp(m‘- L
X x Iz Iy P 21x 21 2Ix x
L L ]
* 2z X i+
i R X i X p( J x (222 k(B L
¥y Iz Yy Ix 21 P 2Iy P EIY ¥
A A - f?ﬁ -k -k (Q‘_) -k 14 L
2 Iy Ix z P 212 P 21z P 21z 2
- (A.10)
& 14af (* -] Q. 0 EZ'._ - L a
é-fx'—' EIy 2.'!:z 2Il EIy
2 L L
A ga e B S 0 £ B
Ix Iy I!. EIz EIx
]f 5 L
Y o 3T, % 3 - 5 ° T
| 1 L Tx Iy Iy Ijr Iy J J

Byuations (A.10) are the dynamical equations for the closed-loop
behavior of an acquisition system employing a set of control laws
vhich apply restoring moments according to (A.9). For brevity, make
the following definitions. The state vector is denoted by ¥

(A.11)

=1
]
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The matrices R and B are defined as follows:

o -
.l,-‘x 0 0 0 (4] 0
0 -k 0 O 0 0
¥y
0 o) —kz 0 0 0
ﬁ = (Aala)
0 O 0 0 1¢) 0
0 0 0 0 0 4]
K o o o o o
0 2 - -k ;_;a?_ “ko| o7 k(2T
Iz IY Pieix Py ]
L L e
A
z X y 4 Iy y’
L L 2
- SR o xlm) 4 ‘EL . (é_;r..)
I I, pl 2T, p| 2T, pl21,
R = (3-13)
1w 8 @ o L _k
QIx aIy 212 ZIz EIY
2 L L
pa_ 148" fr_ - .2.=_ o WX
2L " 2Iy QIz I== 21x
ra Wy kK 0
2Ix 21;'{ 21 EIy aIx |

In order to linvestigate the stability of the differential equations
(A.10), choose as a candidate for a Lyapunov function, V, the following
quadratic form:

253



= bl IR

[Lx L, Lzaa’r] 1 0 0 0 0o ofjL,
© 1.0 0 0o offL

©o 0 1 0 0 ofiL

VvV = (Aclll')
0o 0 0 X 0 0||e
P
0 0 0 0 x_ O

P B

o o 0 0 o k. ||y
b p.. - -

Denoting the matrix in {A.l4) by G, the equation may be written in
gymbolic form as

v = w7 8 % (A.15)

The system of differential equations (A.10) may be written using
the definitions (A.12) and (A.13) as

ér=ﬁw+§w (A.16)

The tranaposed equations may be wriiten as

T T

wI = T gT 45T RT (A.17)
Since 3 1s & constant matrix, the time derivetive of V is:
V= w8 %+ w8 v (A.18)

Substituting the Equations (A.16) and (A.17) for w and W~

the time derivative of V is found as

into (A.lB),

V=wT RT8w » wTBT 8 & +% T BRe+w T F8Kv (A.19)
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Using the definitions (A.13) and fA.14), one may readily verify the
following identities:

fFT 3 - §k - R ; RT § - -G B {A.20)
Therefore, Equation (A.19) reduces simply to
Ve 2wl Rw (A.21)
vhich may be written explicitly as
Vo= o2 (x an + Ly2 +k L) (A.22)
The quadratic form V, Equation (A.lh), will be positive definite
provided
k. > 0 (A.23)

p

Furthermore, although V as given by (A.22) is not negative definite,
it 1s consirained to be non-positive definite by the additional

requirements

kx>0;ky>0;kz>0 (A.24)

Under conditions (A.24), the only instants of time at which V can
be zero ere when Lx’ %y’ Lz are all zero, 1l.e., when the body is at
rest. It is then necessary to eliminate the possibility that the
body, governed by the dynamical equations (A.10)}, remains at rest given
that Lx’ yy’ and Lz are all zerc but that at least one of @, B, or 7;
18 not zero (1.e., although the body is at rest an attitude displacement
error exists). This is equivalent to inquiring whether it is possible

for Lx’ iy, and iz all simultaneously to be zero given that Lx’ Ly, Lz
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are all zero, but that at least one of the components a, g, v is not
zero. From examination of the dynamic equations (A.10), this is
equivalent to determining whether any non-~trivial solutions exist of
the equation

i ]
B g r@ | (4] [o]
Ix Ix Ix

k 1 2
-2 | 2 ¥ B Bl=]o (A.25)

y ¥ %
a g I
I I I, L") LY

n -

The constants Ix’ Iy, Iz are the principal moments of inertia of the

rigid body, and in any physical situation must be positive., Expanding
(A.25) and using the condition (A.23), it may be shown that (A.25)
will have a non-trivial solution if and only if the following set of
equations has a non-trivial solution,

2 2)

a (1+of +92+r = 0

B(leaf +p2+77) = 0 (A.26)
r(1+02+52+r2) = 0

It 1s clear that the Equations (A.26) do not have a non-trivial sclution
since a, B, and ¥ are all real. Therefore, if V given by (A.22) vanishes
instantaneously, i‘x’ i.y, and i.z camnot, simulteneously aJ..lo vanish

unless Q, B, T are all zero, i.e., if the state vector w is zero. But
if at least one of I.‘x’ I..y, or I'..z is non-zero, then the func'f.:l.on v given
by (A.22) cannot remein szero, and by conditions (A.24), if V is not zero
it can only be negative. Therefore, the positive-definite function V
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defined by (A.1%) must be monotonically decreasing with time, i.e.,

V necessarily approaches zero from above as t—>co. The only question
remaining is ﬁhether V possesses sultable boundedness properties for
all possible states of the system.

From the definition {A.1lk), the function V may be written as
_ 2 2 2 2
vV = (I.x + I'y + L, )+ kp (aP +p° + r2) {A.27)

The quantity (an + Lya +L_%) 18 by definition the squared megnitude
of the total angular momentum vector of the rigid body, which cannot
be infinite unless the angular momentum of the body is infinite and
cannot be zero unless the angular momentum is zero (i.e., the bedy is
at rest). Recall the following definition involving a, B, and ¥ given
in Section III:

(A.28)

M Ly

(i-)+ﬂ2+72 = tana

vhere § ia the total angle of equivalent rotation. Therefore, in order
t0 keep the function V bounded, 3 must be restricted to the open
interval

-x<# < +x (A.29)

For any possible initial conditions ao, ﬂo, ro on the displace-
ment of the body from the desired orientation, 1t must be possible
to find some (direction cosine) matrix & as defined in Section ITI
vhich generates this rotational displacement. This matrix X must be
an orthogonal transformation belonging to the rotation group defined
by Smirnov [1% a8 discussed earlier. Recalling Smirnov's remark about
the rotation group being isomorphic to the pointa of a sphere of
radius x, it 16 seen that the only initial conditions &, B, T,
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vhich do not meet the restriction (A.29) correspond to points lying

on the very outer surface of this sphere. As a matter of fact, as was
pointed out earlier, because the components of the elgenvector ?

may take on any values beiween +1 and -1 consistent with ela + eaa

+ e32 = 1, the angle § may actually be restricted to the closed
interval ¢ < § £ x and any possible distinguishable member of the
rotation group may still be generated. Excluding infinite snguler
momentum, the state vector 1'r, whose diaplacement components are a,

B; Ts therefore, becomes infinite only for rotational displacements
corresponding to points on the houndery of the set of all points
(8mirnov's sphere) representing all possible displacements of the

body from ite desired orientation. In addition, the state vector w
vanishes when and only when the body is at rest in the desired orienta-
tion. The vector w vhich has been chosen as the state vector therefore
provides an adequate description of all possible states of motion of the
rigid body. Purthermore, the function V defined by the equivalent
equations (A.14), (A.15), and (A.27) is a continucus (scalar) function
of w vhich becomes infinite when and only vhen w is infinite and
vanishes when and only vhen w vanishes. The restriction (A.29) is

therefore actually unnecessary.

8ince it has been shown that the function V{w) enjoys all of
the required properites[ﬂg, 1t is concluded that V{(#) is a Lyapunov
function for the system of differential equations (A.10). Therefore,
the acquisition control system incorporating the plant described by
(A.6) and employing the control law (A.9) is completely stable for
all k, > 0, k >0, k, >, k > 0.
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APPENDIX B
ACQUISITION SYSTEMS COMPARISON DIAGRAMS

B.1 Block Diagrams
The block dlagram for the direction cosine attitude sensors

similation is presented in Figure B.l. Various combinations of
measured body rate, computed body rate, or pure derived rate are
indicated as inputs to the rate sensor block.

Figure B.Z2 presents the block diagram for the Euler angle sensors
similation and indicates the method of obtaining Euler angles from
explicit solutions in terms of direction cosines. Combinations of
measured body rate and derived Euler rates are indicated as inputs
to the rate sensor block.

B.2 Analog Computer Diagrams

The dynamica and kinematice integration indicated in Figures B.1l
and B.2 for both types of attitude sensing is shown in the analog
diagram of Figure B.3. This diesgram corresponds to the simulation of
Equations {5.1) and (5.3).

Simulation of the "controller” block is presented in Figure B.h
and again refers to both types of attitude sensing. Formaticn of the
error criteriae is also shown. Figure B.4 represents the simulation
of Equations (5.2) and (5.%).

The simlation methods of obtaining the various direction cosine
control laws is shown in Figure B.5. This diagram covers Equations
(5.5) through (5.8) and (5.10) through (5.1k4).

In Figure B.6, the Euler angle attitude sensing control laws are
presented., This diagram corresponds to the simulation of Equations
(5.15) through (5.18).
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APFENDIX C
COMPUTER MECHANIZATION OF OPTIMIZATION STUDY

C.l Introduction

This appendix describes the programming details of the parameter
optimization study using a hybrid computer. The hybrid programming can
be divided into the following mejor subgroups:

a) Initial condition space search.
b) Optimization algorithms.

1) Relaxation local search.

2) Randomlocal and global searches.

3) Steep descent.

}) Minimm-maximum thrust level criterion.

¢) Analog simlation.

Each of the subprogrems is self-contained with supplementary initi-
alization and input/output routines. In this manner, they csn function
independently, although normel operation links these subgroups in order
to provide a smooth operation. The following presents flow charts of
the subprograms and brief explanstory remarks where needed.

c.2 Initial Condition Space Search

This program provides & means of selecting initial conditions for
the analog computer. In order to provide sufficient memory for the
larger initisl condition sets (the largest consists of 1750 initial con-
dition sets) in & computer with only 4,000 memory cells, a certain amount
of storage location coding is required. A glven set of initisl conditions



will be used in the analog simulation to compute an F {optimization

I.C.
criterion) to be associated with this 1.C. set. As many as 1750 Fi5q
are required to be stored. The storage location of the F is used

I.C.
to describe its associated initisl condition set. ZEach storage loca-

tion is described by 6 digits. The digits correspond to the folloving
ml(I.c., ), 2nd digit = w,, 3rd digit =
6th digit = a

il

initial conditions: 1st digit

35 hth digit = 313, 5th digit = 323, 33°
One of five different integers can be assigned each digit. This

correspondence is:

1) For first 3 digits; integer "1" = + maximum rate
integer "2" = - maximum rate
integer "3" = zero
integer "4 = + average rate
integer "S" = - average rate

2) For last 3 digits: integer """ =+ 1

integer 2" = -1
integer "3" - 0
integer """ =+ 1
V3

et 1

integer 5 = - \/:.
3

In this manner, the initial condition set associated with a particuler
FI c is given by its location in the corputer memory. The firct three
digits will be denoted by Cw and the last by Ca.
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C.2.1 Initial Condition Search Selection

Logic" to provide a series of sets of ilnitial conditions.

where

The assignment of the initial conditions is governed by the keywords
Cy and Ca, which are processed in accordance with the "Search Selection

The search Selectlon Logic consists of 17 series as follows:

Serles

VO 0= v o EFw

=
(o]

-

1k
15
16
17

Case 1:

Case 2!

Cese 1 with nominal attitude
Case 2 with nominal attitude
Case 1 with minimm attitude
Case 2 with minimm attitude
Case 1 with meximum attitude
Case 2 with meximm attitude
Cese 3 with nominal attitude
Case 4 with nominal attitule
Case 3 with minfmum attitude
Case 4 with minimm attitude
Case 3 with meximum attitude
Case 4 with maximm attitude
Case 5 with nominal attitude
Case 6 with nominal attitude
Case 5 with minimum attitude
Case 6 with minimum attitude
Case € with maximm attitude

the rates
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No. of I.C. Sets

8
27
48

162
112
378

27
L8
162
112
378

125
384
750
1750

all combinations of + maximum value on each of

all combinations of + maximum and zero values



Case 3: all combinations of + minimm value only
Cese 4: all combinations of + minimum and zero value
Case 5: 2ll combinations + maximm and + minimum values

Case 6: all combinations of + maximum, zero and + minimum values
Nominal attitude: =0 a,, =0 8., =
i ®13 23 371

Minimum attitude: all possible combinations of + 1 and O on
each element in group 2

Maximum attitude: all possible combinations of +1, 0 +1/ /3
For example:
If series 2 is chosen, the following keywords are evident:
Cw ranging from 111 through 333
Ca = 331
C.2.2 Process Procedure
For each set of initial conditions, there is & corresponding cri-
terion function "F:'Eo c: The criterion functions for the entire series
are stored in the memory which can then be processed in one of the fol-

lowing procedures:

Procedure 1

Sort the F's in descending order and select the first g sets
of initial conditions corresponding to the F's.
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Procedure 2

Compute an average value F of the entire series and select a
cases closest to F.

Procedure 3

Subdivide the F's into quadrants corresponding to the initial
conditions and select g worst cases in each quadrant where g
is an arbitrary nmumber of cases.

C.2.3 BSummary

The initiel conditlion space search subprogrem logic flow is shovn In
Figures C.1 to C.5. The logic for all these figures have been described
in the sbove sections. Figure C.5 gives the detailed interface between
the digital search and analog simulation. This shows the error detectlon
logic discussed in Section 6.3 of the report.

C.3 Parameter Optimization

The various optimization techniques employed by this study are
listed as subprograms (1), (2), (3) and (%) vwhere (1) relaxatiom,
(2) random, (3) steep descent and (4) thrust level criterion. Detailed
flow charts are shown in Figures C.6 to C.11l. For clarification, the
following general points are obserwved:

(1) Computation of Fi
For simplicity the detall of this subroutine is not shown.
Except for the handling and initisl condition and trial para-

meter, the analog mode control and status replies are identi-
cal to Figure C.k and is discussed in Section 6.3 of the report.
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Fer each set of trial parameters there are n sets of initial conditioms.
The criterion function (Fi) for the trial set (i) of perameters is:

n
ZF
= W
i n
Where n =l, 2 see 8

J = jth set of initial conditions

(2) Linkage (Not shown in flow chart)

Linkages are provided between subprograms as menticned before.
They merelytransfer the results of one subprogram into the
next or vice versa. This allows use of various combinations
of local and global search.

(3) Criterion Function

Subprograms (1), (2), and (3), are designed for optimization
of the following functions:

1 - minimm time
2 - mnminimum fuel

3 -~ minimm thrust

Ttem 3 required the additional programming of  subprogram (4)
vhich is shown in Figure C.11.

An additional, specific discussion of the optimization algorithms is
presented below.
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C.3.1 Relaxation Notes {See Figure C.6)

The basic logical flow is as follows:

(1) An initial parameter set is selected, all vy (1 =1, i wx)
are set equal to the initial parameter settings; F' is set
equal to the criterion calculated; all relaxation counters
(1 and H) are initialized and the first parameter is ready
to be relaxed. & is set =~ 1 if a function is minimized
(+1 for maximization).

(2) @ = o +K a Ao, (K=+1, n=0) is calculated, it
is limited so the parameter bounds are not exceeded, a new

F is calculated and AF = F! -F is calculated.

(3) If sAP - AF, min is positive, F is concluded significantly
worse than F' and search in this direction is curtailed.

() If I is positive, no previous successes have been found and
the program goes to (5) or (6).

(5} If K = +1, search has not been made in the opposite direc-
tion; search will then be made in opposite direction by
setting K = -1 and returning to (2).

(6) If K= -1, search has been unsuccessful in both directions
along oy, 8 locel optimm is assumed, the initial step size
Aai is reduced for the next search and a new parameter is
tried.

(7) If I is negative, m previous success has been found. The
last success is assumed the local optimum, the sign of Aai
is set so the next search begins in what 1s most likely the
correct direction A”i is reduced, and the next parameter is

searched.
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{8) If 8AF - aFl min is negative and 8AF + AF, min is positive,
no significant change in F is assumed. If oy is limited,
control is transferred to (4) or (7)(depending on I). If
oy i1s not limited, the step size is incressed by incre-

menting n and control is returned to step (2).

{9) If &AF - AF, min is negative and 8AF + AF, min is negative,
a significant improvement is assumed. If oy is limited,
note of this is printed ocut, the new oy is assumed a local
optimum and the next parameter is searched. If oy is not
limited, the estimated local optimum point(cE") is upgraded, the
step size increased (n = n + 1) and control is returned to

step (2).

{(10) After all parameters have been relaxed, the H counter is
tested to see if any successes have been found. If H £ 0,
at least one success has been found and control returns to
atep (1). If H = 0, no successes have been Pfound and the
optimm is zssumed found.

C.3.2 Absolutely Biased Random Local Search Notes (See Figure C.T)

(1) As portions of this algorithm will be used in global search,
the appropriste flags and exits are set.

(2) The initisl guess parameter set is chosen, o (1 =121, :lm)

set equal to these parameters, an F is computed and F' is

set = F.

{5) 'The noise generator is sampled 1 e times and a trial step
A, 18 applied to each parameter direction (modified by pre-
gset wvariances Mi). These aai are limited between upper and

lower bounds.
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"+ KA“i (K = + 1) 1s computed and bounded for each 1.

=

o T |

(5) F end AF = F' «F are computed.

(6) If 6AF - AF, min is positive, a significant failure is
assumed and control goes to {7) or (8).

(7) If K=+ 1, the opposite direction has not been searched
and will be by returning to step (4) with X set = -1 (e
new noise sample is not made).

(8) If K = -1, the number of paired failures is counted
(s =8+ 2).

(9) If 8> M, a local optimum is assumed found end the program
exlts to the global routine.

(10) If 8 < M, & nev trial is attempted by going to step (3).

(11) If 5AF - AF, min is negative and $AF + AF, min 1s positive,
no significant change 1s assumed and the fact that a non-
succesas has occurred is recorded by incrementing S =85 + 1

and going to step (9) or (10) as a function of what S is.

(12) TIf sAF - AF, min and §AF + AF, min are negative, a success
is assumed. All ai" are updated (al’ = ai) end F = F.
Another step in the same direction is attempted by return-
ing to step {3).

C.3.3 Global Random Search Notes (See Figures C.T and C.8)

The glohal search uses the identical noise sampling as the local
random. The primary differences are: (1) There is no bissing. This
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implies that only a significaent improvement test is required (in any
other case, the variance is changed, a counter 1s incremented and another
sample is made). (2) If an improvement is found, the global exits to

a local search.
C.3.4 Steep Descent Local Search Notes (See Figures .9 and C.10)
The btesic logic flow is as follows.

Direction Search and Normalization (Figure C.9)

(1) The initial parameters are given, ai' and F' are computed and
the various counters and flags (such as Z, and Ze) are initi-

alized. Search begins with the first parameter (i = 1).

(2) oy = ai' + abAg; 1s computed {(a =b =+ 1) and bounded. F
and AF = F' -F are computed.

(3) If sAF - AF, min 1s negative, a significant improvement has
been found and a slope Si is camputed. If Si is significant,
set Aaﬁ = ahAai; if not, set Aai = 0. Control is transferred
to step (7).

(4) If BAF - F1 min is positive, the limit is tested. If oy has

been limited, go to step (6); if not go to step (5).

(5) BAF + F, min is tested. If negative, no significant change
has been found, the step size is increased (b = 2b) and go

back to (2). If positive, go to step (6).
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(6) A is tested to see if the opposite direction has been searched.
If A=+ 1, it has not; A is set to =< and the opposite
direction is searched by going to step (2), If A.= -1, the
opposite direction has been searched, concluding thet the
steep deacent seerch should not go along ay and therefore
set Ao, = O and go to step (1.

(7) Repeat step (2) for w, =1, 1  then proceed to step (8)
or (9). If all boy = 0 (¢ = 1m.x)’ a local optimum has been
found and stop.

(8) If normalization is used go directly to step search.

(9) If normelization 1s not used, Aoy &re set equal to the gradient
of F in the parameter space (steepest descent) and go to step
gearch.

Step Search {Figure C.10)

i
max

(1) Anewgs I N (ai' + 'bAai) is computed and limited. F and
AF are caldulated (all done by logic of Figure C.9),

(2) TIf BAF - AF, min is negative, an improvement has been found.
o' and F' are updated, noting that an improvement hes been

made, enlarge the step (b = 2b), and return to (1).

(3) If 8AF - AF, min is positive and 8AF + AF, min is positive,

a definite Pailure has been found; go to (L) or (5).

(4) If a success has besn found along this direction (Z = -1),
return to direction search leoking for a new direction.
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(5) If no success had peen found (Zl = 0), check to see if a step
giving no significant change in F hed been found (check Ze).
I 22 = =1, stop, as previously, since b had increased and the
next instruction 1s to decreasse b, The operator must decide
what to do. If Z, = -1, decrease the step size (b = g) and
search again (return to step (1)).

(6) If &AF - AF, min is positive and 8AF + AF2 min is negative,
no significant change is concluded, the step size is increased
(b = 2b) and return to (1), If, however, ¢ has a limited
parameter, chances are that this strategy will do no good and

control transfers to step (4) or (5).

c.h Analog Simlation

A discussion of the eguations similated is presented in Section 6.3
of the report. These equations are simulated on a Beckman ansalog
computer. The patch diagrams are shown in Figures C.12, C.13 and C.1h.
Figure C.12 gives the dynamics and kinemsties. Figure C.13 gives the
control laws. Figure C.lh gives the optimization and end-of-run cri-

terion.
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APPERDIX D

DESCRIFTION OF DIGITAL PROGRAM FOR STABILITY STUDIES

The computer programming philosophy has been briefly cutlined in
Section VII. This appendix presents the detailed flow diagrams along
with a short description of the program itself.

The computer flow diagrams, Figures D.1 and D.2 will be explained
making use of Figure 1.3, an illustration of the "eube"” at some inter-
mediate point. Assume the computer is operating on the Z. axis (state

S = 1), attempting to insert cube #1 based upon its estimate of Zy 57
>

namely ZT,.* In this case L = Yy, I, =1, and I3 = 1. This new cycle
begins at point 100 in Figure D.1. One is put into Uy = Uy (to be
explained later), % =2 = Zl,h is put into Zg = Z,, the 2,

5,1 1,
input of the polynomiaf evaluai&an portion of the program. One is also
put into J, K, L and M. Here J and K are floating indices which identi-
fy which of the 9 possible cubes along the surface Zl = Zl,h is being
considered. J in this case represents the index along the 22 axis and
K along the Z_ axis. In general, J is the index along the Z  axis

3 S+1
cnd K that along the 2 axis where,

s+2
5 ifr 8-3 =0

S-3 if 5-3 > 0

M represents a polynomial index that identifies which of seven
polynomials is being evaluated in order to form R; the polynomials

* 7T differs from Zl in that ZTl is & trial wvelue for Zl that must
be evaluated over the’éntire Z, fate of the cube. Zl becéges equal
to the minimum value of ZT1 af%er the entire Zl face 6? the cube has
been tested,
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corresponding to P(Zl, 73 23) and the positive end negative portions
for each of the three polynomlels AP/azq (s =1, 2, 3). The coding is

as follows:

M Polynomial

1 P(Zl, Zys 23)
2 aP/azl+

3 ap/aza+

4 aP/az3+

5 ap/az, "

6 aP/azz'

T aP/az3'

Next in the diagrem (Point 101) 2__ = Z, , 1s put into the 23 poly-
nomial register., NF is set to zero (t§+%e exiiained) &end Za 1 goes
into the 22 polynemial register. This completely identifies,cube # of
Figure D.3 and the polynomial computer evaluates and stores P(Zl, 22,
23). M is then indexed, and the computer repetitively cycled beck to
point 103 to compute and store aP/azl+, aP/aze+, and aP/aZS+. At this
point M = 5 and the inputs to Zl, ZQ’ and Z3 are changed to their maxi-
mim velues in cube #1 as required by the discussion centering around
Equation (7.41). With thése inputs, the remaining three polynomials
are evaluated until M > 7T at which time the computation passes to the
Evaluation Routine (Point 200). This routine computes R. At point 230
the routine checks to see 1if the analog of Egquation (7.23) is satisfied.
If not, ZTl is re-estimated and the polynomials 5-7 recomputed (poly-

"~ nomials 1-h4 are not affected by the re-estimation). When an acceptable

ZTl is found, the initisl values are reinserted into the polynomial
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registers and J indexed by one. This corresponds to the investigation

‘of cube No. 2 of Figure A-3, since now Z = 22 2 is to be put into
2

the 22 register, This entire procedure %Eltl{en repeated for cube No. 2.

If cube No. 2 should fall for the ZT]. estimate, re-estimation takes place

until an acceptable value is found. To simplify the overall figure,
2ll previous cubes bordering on Z, (in this case only cube No. 1) are
L

cut back to the same value by setting 2 +1l=2 equal to ZT
8,I 1,5 1

vhenever ZTJ. is reduced. Clearly, the previous cubes need not be re-

checked since this 15 a conservative move,

The indexing along J continues until J = I__ =3, in vhich case J
is reset to one and an increment taken along K,Sﬁ this case the 2.3 axis,
The same process is repeated until all 9 cubes have heen fitted along
the Z, face of the total cube. When this has been sccomplished, Il is

1

indexed by one (so that L= 5). If I, has not exceeded IM* and Z, 5
2

has not exceeded Zl g s the camputer then estimates & value of ZTl to be
?
used the next time indexing is to occur along the Zl axis (Point 300-302).
In the event that I, > IM or 2.1 > 20 o 1'..1 is changed from zero to one
1 »5 1,f
and estimation is ignored. At this point the computer tes)ts whether or
not Zl’ 22 , and Z3 have all exceeded their limits. If sEﬂ_LS < 3, then
clearly at least one axis still remsims to be extended and S is indexed
by 1 to 541, If the new value of Lg 18 still zero, Zg still requires
extension, and the computer cycles back to Point 100 in the flow diagram.
Assuming all L, are still zero, in our case the computer now indexes along

8

the 22 axis, with the J index occurring slong 2.3 and K along Zl.

The above process 1s repeated until either the computer halta due
to an apparent critical point in the polynomial 's domain, as implied

*IM iz the maximum number of increments to be taken along each axis, and
pA is the finsl value of interest in the S direction (S =1, 2, 3).
Egéﬁ is specified as part of the input data to the routine.
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by NF > NT in the re-estimstor loop, or X LS = 3 indicating that the
axes need no longer be extended. The Evaluation Routine and the Esti-
mation Routine {starting at Points 200 and 300 respectively) will now
be explained in greater detail.
+ -

In the Eveluator (Figure D.2), the computer first forms §§~ + g%— .
If this result is positive, then according to the philosophy ofl 1
Equation (7.17) 1t mist be mltiplied by either (Z
(29,5007 %500 OF (Zy iy = By x)s
3, in order to form one of the terms in R. Lower bounds on the other
two partials are formed in a similar way, and R is evaluated. R is then
added to P(Zl, Zoys 23) and the result stored for subsequent testing.

- Zl,I )J

1,1
S+%ystem state,

depending upon the

In the Evaluation Routine, R + P(Zl, Z,) z3) is ratioced to
P(Zl, 22, Z3). A positive result indicates & successful test. In this
event the ratio is compared to the value in U (s =1, 2, 3), and re-
places the latter 1if it is smeller. US represents a measure of how
close the test has come to failing as J and K index over all their wvalues,
and will always be in the range 0 < US < 1. The final wvalue of US after
the indexing (in J and K) is finished is then utilized by the Estimator

in predicting the next incremental value along Z If the test 1s suc-

S.
cessful, the computer is ready to index in J.

If the test fails, US 1s first reset to one, since the wvalue in Us
is based upon an increment in ZS which will now be reduced. A failure
counter, NF, is indexed by one and compared to the maximum allowable num-
ber of fallures, NT. If NT is not exceeded, re-estimation takes place.
The re-estimetion is based upon cutting the AZS increment in half when-
ever a test failure occurs. The number of re-estimations to be made
(NT) is specified in the input data,
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Finzlly, the Hstimator element, starting st FPoint 300 in the flow
diagram, will be described. As mentioned tefore, the estimation for

a nev ZS increment is besed upon US' Basically speaking, the new incre-

mental estimation is taken to be some variable times the last previous

estimation. Thus,

;

7T, - 2 = A |Z - 2, |
[ 8,14 o,IS-lji

s 7 %s,Ig

A Us value near zero indicates a good guess was employed in using

2 -2 and retains approxinately the same increment for the
8,1, S,Isvl

nextLexpansion in the ZS direction. If US is near one, A is increased,
tre increase depending upon the operator controlled sensitivity pera-

meter k.
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PROGRAM NEW AXIS
INITIALI ZATION INITIALIZATION
DATA INPUT. Aglize . pUgis .
5=1 P, =P ’ P,=0 &
ly=ly=1,=2 | T3 ST B= _
123 J=K=L=M=1 542, K
z1,
M=l = 25,
= Zgin Ke2
EVALUATION ROUTINE @ @
| i L= M=1 N N
P, = Pp=...=P,=0
P, +R
CALCULATE R T=I_ U =T > %s —25"5 B 1=1H = | X o =1, +1
P\ 5 A - = K =K+ $Ts
542 $42, K
(SEE NEXT PAGE) Zs 1.1 = 274 ‘
] RE-ESTIMATOR ]
i 21, -2
z1g ZS’|S+ 5 __'s)
U =1 N 2
M = 5
NF = NF+1 o _p_ =
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NEW ZT, ESTIMATION: @ )
¥
A= 1k
2T = F o N
© o ©
+A(Z ~Zeoy 1)
5.1 $el
i PRINT THE
Ly = ZS,IS MATRIX
Figure D.1 Flow Diagrams for Initialization,
Evaluation and Estimation
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