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ABSTRACT .

-

This program develops a practical design procedure for aircraft aug-
mentation systems based on quadratic optimal control technology and
handling-quality-oriented cost functionals, The procedure is applied

to the design of a lateral-directional control system for the F4C air-
craft, The design criteria, design procedure, and final control sys-
tem are validated with a program of formal pilot evaluation experi-
ments, These use 5 x 2 x 3 mixed-design analysis of variance., A
reformulated optimal model-following control problem is used as the
cornerstone for the procedure. Design criteria are expressed as
model differential equations satisfying available handling-quality data.
The reformulation includes optimality over multiple flight conditions
and constant gain and measurement realizability constraints. A com-
putational algorithm is developed to solve the new optimization problem,
The algorithm successfully handled 20th-order F4C lateral-axes dynam-
ics and optimized five flight conditions simultaneously. The results of
the validation experiments were fully positive with strong correlation
between performance and pilot opinion data.
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SECTION I
INTRODUCTION AND SUMMARY

The work reported here is concerned with two problems in the area of

optimal control and its application to the design of augmentation sys-
tems for fighter ajircraft:

e  Specification of performance criteria in terms of handling-
quality requirements of the controlled vehicle

e Formulation (and solution) of the optimization problem such
that practical control systems are obtained,

These problems have long frustrated efforts of flight control designers
to exploit performance improvements and time savings offered by math-
ematical optimization. Even for simple performance criteria and sys-
tem represgentations (notably quadratic cost functions and linear sys-
tems), optimization methods produce controllers too complex for flight
control mechanization. When the varied requirements of handling
qualities (MIL-F8785B) are imposed as criteria, the methods seem
inapplicable altogether,

The objectives of this program were to alleviate these difficulties.
Specifically, the objectives were: 1) to develop a practical con-
troller design procedure based on quadratic optimal control tech-
nology and handling-quality-oriented cost functionals; 2} to apply the
procedure to the design of a lateral-directional control system for the
F4C aircraft; and 3) to validate the design criteria, design procedure,
and final control system with a program of formal pilot evaluation
experiments. These objectives were fully achieved.

THE DESIGN PROCEDURE

A reformulated optimal model-following control problem is used as the
cornerstone of the design procedure. Design criteria are expressed as
systems of model differential equations which satisfy available handling-
quality data, Standard quadratic functions of model-following errors
(plus other selected states and controls) are then used as the mathe-
matical performance index.



The control problem was reformulated to impose optimality over mul-
tiple flight conditions, with fixed-gain constraints and measurement
realizability constraints on the control system. In effect, these arecon-
straints on the structure of the controller. They eliminate two of the
outstanding ailments of conventional optimal controllers -- full-state
meagurement and extensive gain variation over the flight envelope.
While we recognize that practicality has many ramifications, any con-
trol system which overcomes these two factors is here called a ''prac-
tical" system. This may be taken as an informal definition. However,
it should not be construed to imply that all complexity aside from gain
variation and sensor complements may go unchecked,

Unfortunately, the reformulated optimization problem does not yield
closed~form solutions, Controller s must be obtained computationally,
and a new algorithm was developed for this purpose. This algorithm
has successfully computed practical controllers for 20th- order dynamic
models of the F4C lateral-directional axes, optimizing over five diverse
flight conditions simultaneously. Depending on details of the formula-
tion, computation times of 6 to 15 minutes were required on present-
generation digital machines.

An abbreviated breakdown of the design procedure is given below:

e Step 1. Construction of Handling Quality Models -- Data
from Military Specification MIL-F-8785 (Ref. 1) and the
backup document which supports it (Ref. 2) are used to
define a system of differential equations having the same
structural form and the desired handling qualities of the
augmented aircraft,

e Step 2, Mathematical Modeling of the Vehicle -- Linear equa-
tions of motion are defined for all flight conditions of interest.
Dynamics include rigid beody, flexure (if important to the con-~
trol problem), actuators, servos, sensors for an assumed
complement of measurements, disturbances, and commands.

™ Step 3. Computation of Optimal Quadratic Controllers --
Conventional {full-state feedback) optimal controllers are
computed for each flight condition. These serve to deter-

mine weights for the model-following performance index as
a function of flight condition and to establish lower-perfor-
mance bounds, performance and gain sensitivities over the
flight envelope, and critical flight conditions. They also
provide a starting point for the computational algorithm used
in Step 4,




e Step 4. Computation of Practical Controllers -- A single
practical controller is computed for selected critical flight
conditions using the newly developed computational algorithm.
The result is checked at all remaining flight conditions and
performance comparisons are made with the optimal con-
trollers of Step 3.

Step 4 may be iterated repeatedly to investigate simpler or
more complicated controller structures (compared with the
gtructure specified by the assumed measurement comple-
ment, Step 2). For each iteration, the practical controller
will be optimal with respect to the model-following per-
formance index and the structural constraints.

These steps were carried out for the F4C lateral-directional axes, and
the resulting control systems were evaluated with formal piloted vali~
dation experiments.

VALIDATION PROCEDURE

The purpose of the validation program was threefold ~- to validate the
design criteria, to validate the design procedure, and to evaluate the
practical IF4C lateral-directional control system. The program was
therefore designed to examine the following three propositions:

1) It is meaningful to express handling-quality requirements
in the form of models for the controller/vehicle combination.

2) It is possible to cause the aircraft to follow these models
(with available control authority) at least to the extent that
the controlled aircraft takes on their handling-quality pro-
perties,

3) The required level of model-following can be achieved with
a practical controller.

The experimental protocol used consists of a 9 x 2 x 3 mixed design
analysis of variance in which five different controlled aircraft systems
are evaluated at two flight conditions each flown by three pilot/subjects.
The five aircraft systems were constructed as follows.

Systems 1 through 4 consisted of the F4C aircraft controlled by conven-
tional optimal controllers (full-state measurement, flight-condition-
dependent) which were designed to follow four different handling-quality



models. Model 1 was deliberately constructed to exhibit poor predicted
handling qualities, model 2 was constructed to exhibit somewhat better
handling qualities, model 3 still better, and model 4 was constructed to
exhibit excellent predicted handling qualities., System 5 consisted of
the same aircraft controlled by a practical controller (constant gain,
realizable measurements) designed to follow model 4,

On a predicted basis, therefore (and assuming our propositions are
true), dependent measures collected in the experiment should exhibit
an ascending order of goodness for systems 1 through 4. System 5
should fall somewhere in between, hopefully close to system 4. In
analysis-of-variance jargon, we would say that the main effect of sys-
tems should exhibit the rank ordering 1, 2, 3, 5, 4.

Two types of dependent measures were taken -- objective performance
measures in a pilot navigation task, and subjective rating data of both
Cooper-Harper and Global varieties.

The experiment was conducted on a fixed-base simulator at Honeywell
Inc., Minneapolis, Minnesota, and later completely replicated on a
limited moving-base simulator at the Air Force Flight Dynamics Labora-

tory.

SUMMARY OF RESULTS

The findings of the validation program support the three propositions in
a near-perfect faghion. The rank ordering of systems 1 through 4 came
out 1, 2, 3, 4 for both rating and performance data, In the case of
rating data, these rankings are significant for all pairs, and for perfor-
mance data they are significant for all but adjacent pairs.

The ranking of system 5 shows an ordering of 5 better than 4 for rating
data and 4 better than 5 for performance data. However, neither of these
differences is statistically significant. From the point of view of pilot
ratings, as well as performance data, therefore, the practical con-
troller flies as well as the optimal controller,

From the two kinds of data gathered we can give the following interpre-
tation to the rank ordering of systems. First, pilot acceptance follows
the predicted trends. These are by no means linear; i.e., system 1 is
not twice as bad as system 2 and system 3 is not twice as bad as system
4, but then no such relationship was predicted. Secondly, pilot accep-
tance is consonant with pilot performance. Within the resolution of the



experiments, the rank ordering of systems is the same whether based
on rating data or based on performance data. Such strong correlations
are not frequently seen in the literature. However, we feel that our
procedures are sound and the correlations are valid.

OQUTLINE OF THE REPORT
Details of the program are discussed in Sections II through VIL

The construction of handling-quality models is described in Section II,
which gives some philosophical background for the notion of models and
develops the parameters and equations necessary to define them for the

lateral axes of a fighter aircraft. In essence, 11 different handling-
quality parameters are chosen from specification MIL-F-8785 and its

backup document to uniquely specify the model differential equations.
Four models with monotonically ascending handling-quality goodness
are developed.

Section TII elaborates on Steps 3 and 4 of the design procedure, the
mechanics of design. The conventional quadratic optimal model-fol-
lowing control problem is discussed, together with some of the prop-
erties of its solution. The problem is then reformulated to include
optimality over multiple flight cord itions, constant gains, and realistic
sensor complements. Necessary conditions of optimality for the new
problem are derived and a computational algorithm is presented for
their solution.

The F4C lateral axes design problem is discussed in Section IV, which
begins with a detailed account of the mathematical models used for the
design computations. Twentieth~order dynamics were used with four
rigid-body states, two states for the first asymmetric flexure mode,
six states for actuator and servos, two accelerometer states, three
model states, and one state each for lateral gusts, rudder commands,
and lateral commands. Conventional optimal controllers are then de-
signed for 11 flight conditions. The performance sensitivity and gain
sensitivity of these controllers are explored in detail, This is followed
by a description of several practical controller designs, The first few
are practical controllers for a single flight condition, They were com-
puted to debug the design algorithm and to explore several choices of
sensor complements, Two practical controllers are then described for
five flight conditions treated simultaneously. Because of improperly-
chosen command magnitudes, the first controller turned out to be
unacceptable (too little dutch roll damping). The second controller was
flown in the validation program.



Details of the validation procedure are discussed in Section V. This sec-
tion covers the experimental design, independent and dependent variables,
task considerations, qualifications and experience of pilot/subjects, and
the manner in which the experiments were conducted.

Section VI presgents results of the validation program. From the out-
set, all measurements are treated as samples from statistical distri-
butions, A gualitative look at these distributions is provided by histo-~
grams of several performance and rating scores, These highlight the
kinds of differences exhibited by the five systems which were evaluated.
Analyses of variance and orthogonal comparisons are then presented
for several variables -- lateral errors, altitude errors, velocity
errors, and rating data for both the WPAFB and the Minneapolis simu-
lation. Analyses for the main effect of models, flight condition, and
subjects are included. Finally, two secondary indicators -~ rms stick
and rudder deflection -- are investigated.

Some final conclusions and recommendations are made in Section VII.



SECTION 11
DESIGN CRITERIA

The first step of the design procedure developed in this program is to
specify handling-quality-oriented design criteria which are usable within
the framework of quadratic optimal control technology. Such criteria
are developed in this section.

PHILOSOPHY

Handling-quality considerations are important to flight control design
because augmentation systems function primarily to make aircraft more
compatible with the characteristics of pilots. Implicity or explicity,
therefore, we are not dealing solely with machines and hardware but with
the celebrated pilot/vehicle system. This system is distinguished by an
interface between two quite different types of subsystems. The first is
the machine which can be accurately modeled and manipulated at will.

Its input and output channels carry known kinds and quantities of infor-
mation whose interrelations are known. The second is the man who, on
a comparative basis, can be modeled and/or manipulated in only very
limited ways. His input channels carry poorly defined kinds and quan-
tities of information whose relationships to outputs are poorly under-
stood. It is only because we restrict them to stick displacements or
pedal forces that the outputs themselves are well defined. Nevertheless,
it is the second subsystem which must determine criteria for the design
of the first.

Two approaches have been followed in the past to explore the interface
of man and machine. The first is empirical. It consists of measuring
the suitability of many different kinds of aircraft configurations to the
needs of the pilot and his mission. This amounts to constructing a huge
catalog or table of empirical data which has as its independent variable
the vehicle configuration and as its dependent variable the configura-
tion's suitability to the man. The independent variable is expressed
parametrically in terms of such things as coefficients of its small per-
turbation differential equations, characteristics of its force-feel sys-
tem, parameters of the display system, etc.” The dependent variable
is typically expressed as a subjective pilot rating assigned by a small
number of pilot/subjects after experimental evaluation trials using the
configuration. Occasionally, these ratings are augmented with objective
measures of performance achieved by the subjects during the trials.

lwhile a large number of parameters have been empirically investi-
gated, we are concerned in augmentation system design and in this
report primarily with the first item mentioned above -- parameters
of the differential equations.



The catalog is compiled in the forward direction, i.e., a configuration
is specified and its suitability evaluated and recorded. To some extent,
however, it is usable in the reverse direction. We can enter with a
specified guitability level and come out with ranges of machine param-
eters which fall at or below it. In essence, this is the process by which
current handling-quality specifications were generated (Ref. 1, 2). It
can also be used to construct ideal configurations (handling-quality
models) for the vehicle subsystem (the controlled aircraft). In an opti-
mal model-following control formulation, such models represent
meaningful design criteria.

The second approach to the study of the man/machine interface treats
the pilot not as the external judge and evaluator but rather as an integral
part of the overall control loop. The loop is analyzed by representing
the pilot in terms of mathematical models which are compatible with our
descriptions of the machine. These models are assumed mathematical
structures (e.g., integral or differential equations, time delays, etc.)
whose parameters are fitted to experimental records of the pilot's
input/output activity in the loop. Needless to say, they match only
limited elements of his behavior and are crucially dependent upon the
details of the control loop for which they were fitted. Even for the

much explored quasi-linear pilot models (Ref. 3, 4), the manner in
which the experimental fit changes with the overall loop situation is
described by essentially verbal adjustment rules.

In principle, of course, pilot modeling represents a powerful approach
to the analysis of pilot/vehicle systems. Models are condensed expres-
sions of reams of experimental data and permit interpolation, extrapo-
lation, and prediction of a quality no table can match. With a reason-
ably general pilot model, properties of the pilot/vehicle system would
be well defined, and, with regard to our interest in this section, criteria
for the design of augmentation subsystems could be readily determined
from its overall mission and performance goals.

In an optimization framework, a natural approach to design would be to
optimize the entire system, pilot model and all, for some overall per-
formance measure, This requires a very general model, however,
since the optimization might well settle on a control loop situation which
is significantly different from that for which the pilot model was experi-
mentally fitted. More simply, we must be sure that the model remains
valid under severe manipulation. The judgment made in this report is
that, at present levels of sophistication, pilot models fall short of this
requirement. The designs carried out in Ref. 5, for example, tend to
support this. In consequence, we have used the first approach to the
man/machine problem and have constructed handling-quality models for
the F4C lateral-directional axes. These were used as design criteria
in an optimal model-following control formulation. Our decision is an
interim one, subject to change as the sophistication of pilot models
grows.



HANDLING-QUALITY MODELS

In constructing ideal vehicle configurations for the design of practical
controllers and for the criteria/controller validation experiments, we
are asking for the best set of machine dynamics for a man/machine sys-
tem intended to perform the various missions of a fighter aircraft. In
addition, we are asking for the ability to identify other sets of dynamics
which exhibit monotonically decreasing goodness. If no restrictions are
placed upon the class of dynamics from which to choose, satisfactory
answers to these questions are difficult to obtain. The catalog men-
tioned above has few entries for arbitrary configurations. On the other
hand, if the class is restricted to "aircraft dynamics," then there are
many catalog entries with which to answer the questions. We therefore
chose aircraft dynamics.

The Model Form

Accordingly, our models for the lateral-directional axes are fourth-
order linear differential equations with two real poles (spiral and roll
subsidence), two complex conjugate poles (dutch roll), and the following
general time-domain structure:

Pm| {Tp Tr g O | |Pm| |"eR Teas s
) ro. Np N, NB 0 r. Nsr Ngas GR NB v
at : i - T
Bm| (Yo Yr Y8 Yo||Pm| |Yor Yoas||%as| | s
® 1 0 0 0 []o 0 0 0
| "m] | JiUm} | i | (1)

Note that the coefficients of this equation are not given in conventional
notation (Ref. 2). Instead, they are defined in the symbol table to corre-
spond to our F4 data source, Ref, 22,

The frequency-domain equivalent of Equation (1) is summarized in Table I,

To correspond to the actual aircraft, certain of the coefficients in this
structure will have nearly constant known values:

20, Ygp < 0, Yeag® 0

£ -1, Y, = g/U0

Y
P
Yr @

This leaves 11 free coefficients which must be specified.



Table 1. Frequency-Domain Representation of Models
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1 1 2 2
8+ |9+ 55 +2f w,8+w
( T, TR, d Yd 4

L
1 ;3( __g.] 2
— -l 4B [N - W, =N, + N Y
TR P Nﬂ p Uo d B r g
L L

...L:._g_ - z _.ﬁ P - __ﬁ . _B
TB“UDTR(Lr”‘rN] gwg = - ¥y oW, Ng (Np U,

Numerators for Control Inputs: u = GR‘ 5AS

N N
B 2 T - . _ou
m Lu s[s + I_.‘Lr Nr YB S+Nﬁ+NrYB L‘u LrY,B +L3”
u

L L L
r C I R 2 "3 £l u - ]
5 Nu [s + (Nu Np Lp. Yﬂ 8 + Y',3 Lp Nu Np) g + Uo Nu Nﬁ Lﬂ

L L
B - 2 u . - - -
T N, {5 +[‘N;’ (Np tr% L% o (N, N Ty

Numerators for Lateral Gust Input;

1 2
o w e [tee et 1
r_ __1..52N5+LN'NL]
v T [3 B"p Bop
g s
NS I 2 - - i
e LT R PR

* I—JEO_ (NﬁLr -LﬁNr)}

(B & v/Uo. Both v and vg are inertial velocity components mesasgsured in stability axes.)

10




Specifications

The recently-updated Military Specification, MIL-F-8785 (Ref. 1), and
the handling-quality data which support it (Ref. 2) provide a data sum-
mary for the task of specifying the remaining coefficients. It is rea-
sonable to assume that this summary is based upon enough careful
analysis of the numerous sources of raw handling-quality data and
enough consideration of various expert opinions to have isolated the
results of the most reliable experiments and studies pertinent to any
particular specification.

Eleven handling-quality parameters were taken from Refs. 1 and 2 which
implicitly define the remaining coefficients of Equation (1), These are
summarized in Table II, together with their approximate literal expres-
sions, They are the end results of several iterations through the avail-
able data, each iteration guided by the objective of uniquely specifying
the free coefficients, It is quite possible to find additional conditions.
However, these will either be redundant or they will over-specify the
free coefficients (i.e., there will be no single set of coefficients which
satisfies all conditions), The particular parameters chosen for Table II
are discussed briefly below,

Parameters s1 and s2: Dutch Roll Frequency (wg])and Damping (2¢dwd) --
These parameters are self-explanatory. They specify the model's dutch
roll mode characteristics and correspond to paragraph 3. 3. 1.1 of Ref, 1,
Their literal expressions can be taken directly from Table I,

Parameter s3: Roll Time Constant (1/Tg) ~- This parameter corre-
sponds to paragraph 3, 3. 1.2 of Ref. 1, Its literal expression is again
given in Table 1.

Parameter s4: Spiral Time Constant (1/Tg) -~ This corresponds to
paragraph 3. 3. 1.3 of Ref. 1 and appears to be a very insensitive condi-
tion {i.e., everything from mildly unstable, T3 < 12 sec, to stable,
T1/g 2 10, is acceptable). The literal expression is given in Table I.

Parameter s5: Dihedral Effect (1.g) -- Among the data of Ref. 2 which
support the roll time constant specification is a set of curves relating
optimum values of Lg to T [Figures 4 (3.3.1.2), 5(3.3.1.2), and 1
{3.3.6.3), on pages 212 and 3537, These curves were gathered for
power approach configurations and do not necessarily specify desirable
I3 values for other situations. Alternative specifications on L.g, how-
ever, are only implicit and do not serve to uniquely define this param-
eter. For example, paragraph 3.3.2,1 of Ref. 1 on lateral-directional
response to atmospheric turbulence places implicit but nonnumerical re-
strictions on Lg (roll rate and bank angle responses to atmospheric tur-
bulence are proportional to 1,3, as evidenced in Table I). Similarly, para-
graph 3.3.6. 3, 2 places "soft" upper bounds on Lg, again failing to speci-
fy the parameter uniquely.
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Table II. Parameters Which Specify Free Model Coefficients
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So, the above L versus TR data provide perhaps the only explicit defini-
tion of L3» and we have elected to use it.

Parameters sg and s7: Zeros of p/ﬁAs[(w¢/wd)2, 2(Cewy-Cawd)] -- These
two parameters specify the geometric location of the complex conjugate
zeros with respect to the dutch roll poles of the roll-rate-due-to-ajleron
transfer function., They determine the amount of roll rate oscillation and
are indirectly related to the difficulty of turn coordination (through a "rela-
tively unique’' relationship between sideslip phase, g, and angular zero
positions with respect to dutch roll poles, which is de'-eloped in Ref. 2).
In the military spzcification(Ref, 1), sg and sy are specified only impli-
citly by the Posclpavg requirements of paragraph 3.3.2.¢, This is done
to avoid the difficulty of measuring zero locations in flight tests, Since
we are not restricted by such limitations, the zero locations can be
specified explicitly. Literal expressions for sg and sy can be derived
from the roll-rate-due~to-aileron numerator and denominator of Table I
{Ref. 6).

Parameter sg: Sideslip Increment (Ag) -- The maximum sideslip incre-
ment which occurs during the first few seconds of a rolling maneuver is
restricted in paragraph 3. 3. 2.4 of Ref, 1, A literal expression for this
specification was developzd as follows.

From Table I, the sideslip response to a maximum step aileron com-
mand is given by (1/Tg = 0)

T N N
R BAS :- g 5AS :
Bty = - _— L 5 X +|N_-—=-- L lx
Wy BAS Asmax LGAS P U, LC;AS P
Nsas
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where x(t) is the step response of the following dyn: mic system:
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So an exact literal expression for the maximum sideslip increment can
be obtained by computing x(t), x(t), and x (t) as functions of sy, 82 and
g3 alone, substituting these into Equation (2), and maximizing over

0 <ts< 2. The resulting expression, however, will be quite complex.
Instead, some approximations were used, Note first that the coeffi-
cients of x and % in Equation (2) are generally of the same sign and that
the coefficient of X is small. In addition, if the diagram above repre-
sents a stable system, then we know from the response characteristics
of each block that

0=x(t) <ty -
Wy

0 =x(t) <2, limx(t) =1 \ (3)

f= o

g < x(t) < wys %lwaft) =0

These expressions hold for all t, including the initial oscillatory tran-

sients, Moreover, for reasonable model parameters (wq, (4, TR:

NaAS’ LsAag: etc. ) the first two inequalities will actually be closer to
<x<tand 0 sx =<1, Sothe maximum sideslip increment (AB)} occur-

r‘mg during the first two seconds of response can be adequately approxi-

mated by

ﬁAS 5AS

T
- _R g £ -
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This is the literal expression used in Table II. Note that it is often
possible to simplify Ap still further when either the constant or the
ramp term in Equation (4) dominates.,

Parameters sg and sy1g: Steady-State Roll Rate Due to Aileron (p/ aAslss)

Steady-State Sideslip Due to Rudder (B/ﬁRTSS) -- These parameters
should simply reflect the basic steady-state roll rate and sideslip char-
acteristics of the free aircraft. They should not be confused with stick
sensitivity or rudder sensitivity conditions. The latter must be deter-
mined from pilot rating data which relate optimal sensitivities to roll
time constants and other handling~quality parameters. They are not
needed for model-following design, only for final system mechanization.
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Parameters ¢ Steady-State Roll Rate Due to Rudder (p/ OR ISS’ -- Condi-

tions on rudder-induced-rolling authority are motivated by paragraph
3.3.4.5 of Ref. 1 which specifies a minimum of 3 deg/sec of roll rate for
50-1b pedal forces.

Numerical Values for the F4C Tl.ateral Axes

Using these 11 parameters, four handling-quality models were developed
for the F4C aircraft. The models are ordered monotonically in terms

of predicted handling qualities "goodness' -- ranging from poor, model
1, to excellent, model 4. This predicted ranking was later verified in
the validation experiments.

The process of developing models consists simply of choosing numerical
values for the 11 parameters and solving the resultir;g nonlinear alge-
braic equations {Table II) for the model coefficients.? The values
chosen for the F4C are given in Table III and the resulting model coef-
ficients in Table IV. Transient responses for models 1 through 4 are
given in Figures 1 through 4. Some of the detailed considerations con-
cerning the numerical values are discussed helow.

Parameters s1 and s9 -- Numerical values 81 and sg for all four
handling-quality models were taken from the data of Figures 5 through
10 (3.3.1.1) of Ref. 2 (pages 191 to 196) and from the data of Figure 6
of Ref. 6 (pages 43 and 44). 'Two of these figures -- 5 (3.3.1.1) of
Ref. 2 and 6 of Ref. 6 ~-- are reproduced in Appendix I as Figures 99
and 100, showing the chosen numerical values. The logic governing
these choices is essentially this -- we started for model 4 with the
parameter values which achieved the best pilot rating and chose
parameters for the remaining models such that each successive model
was about one-half to one rating unit worse than the previous one, This
was repeated for all conditions of Table II.

It must be acknowledged that this procedure is far from formal. Trends
in pilot rating data are often much too broad to permit accurate identi-
fication of a unit pilot rating degradation increment. Moreover, where
simultaneous degradation in more than one parameter is required (such
as in the present case, wg and §4), there are numerous paths (in param-
eter space} along which the investigator may travel. The choice is left
largely to hig intuition. Finally, the net effect of independently degrad-
ing each of the conditions of Table II, singly or in groups of two or
three, is quite unknown. We certainly cannot claim to predict the pilot
ratings of the resulting models. It is reasonable, however, to expect
that their monotonic ordering will stay intact.

2While much can be said about the details of these solutions, it is suf-
ficient here to state that a solution exists if the chosen conditions are
reasonable and that it is readily found with a few trial-and-error itera-
tions.
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Table I1I,

Numerical Values for Parameters 1 through 11
Handling-Quality Model
Parameter 2 3 2 1
Excellent Good Fair Poar
2 .
8p = log) €, 25 5.29 3,61 2,25
Sg = 204wy 1.25 0. 805 0.494 0. 300
83 = 1/Tp 4.0 1.0 0,57 0.33
8y = lfTS 0 0 0 0
85 = Lg -10.0 -10.0 -10.0 -10.0
_ 2
8g = Wy lug) 1.0 0.790 0.543 0.270
Sq = 200, ~Cgug) o 0 o 0
sg = A8 .. 0. 017 0. 087 0. 240 0.210
8g = (pMASHss 5,0 5.0 5.0 5, 0
8.0 Blog), | -0-5 -0,5 -0,5 -0.5
8;; = (Pfog) ] gg -0.5 -0.5 -0.5 -0.5
Table IV. Model Coefficients
Coefficient Handllng—Qua_ht"y Medel
4 3 2 1
L, -4, 0 -0. 981 -0.516 -0.402
L. 0. 865 0.177 0.391 -0.448
Lg -10.0 -10.0 -10.0 -10.0
Lsr 3,30 4.58 4.19 5.035
Leas 20,0 6. 34 5.25 6.11
N, 0. 040 0. 030 0. 017 0. 056
N, -0. 507 -0. 092 -0. 139 0.099
Ng 5. B7 5.23 3.55 2,22
Ngr -3.13 -2.65 -1. 81 -1.13
Nias 0 -0. 690 -0, 855 -0. 984
Yg -0. 743 -0.732 -0.418 -0.327
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Parameter s3 -- Values for the roll time constant were taken from
Figure 1 (3.3.1.2) and 16 (3.3.1.2) of Ref. 2 (pages 210 and 219).
These are reproduced in Appendix I as Figures 101 and 102, which show
our chosen values. It should be noted that several other handling-
quality parameters have been experimentally related to Tp, notably Lg
and Lg . These relationships are taken into account below.

Parameter sq4 -- Because the spiral time constant (1/Tg) is an insensitive

handling-quality parameter, its values were fixed at 1/Tg = 0 for all
models.

Parameter s5 -- The dihedral effect (Lg) was specified according to the
Lg versus Ty curves mentioned above. Numerical values are as shown
in Figure ‘10?, which is a reproduction of Figure 1 (3.3.6.3) of Ref, 2,

Parameters sg and 8- -- Relevant data for the choice of zero locations
are provided 1n Figures 17 (3. 3.2.2) through 26 (3. 3.2.2) of Ref. 2,
the first four of which are reproduced in Appendix [ as Figure 104.
Note that the contours in this figure do not fully cover the four sets of
wg, 54, and TR values which have already been selected. Since each
point on the contours represents a specified pOSC/pan roll rate re-
sponse, however, the contours can be readily scaled.” The required
scaling parameter is obtained as follows.

By Laplace inversion of the roll-rate-due-to-aileron transfer function
of Table I, the roll rate response to a unit step aileron command is
given by
2 2. 4T
p(t) - I-JG 6 - 8 r
A 2

5 €
{'5{'7 {‘2{’7

(6)

1.4 -G Wt
1% d“q N
+2 {2&4{5 e cos |wy"\/1 Gd t+l[B

where 1/Tg, = 0 and 4y, ..., 1, are distances on the pole-zero constel-
lation of the roll-rate-due~to-aileron transfer function,

juw
(':d"l-'d]

1

-5

tg

1
L4 T;

COMPLEX PLANE
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The ratio of the oscillatory component {dutch roll) to the average com-
ponent of roll rate is therefore proportional to

Loltyt )

3
L /:, 24, 2 "

7 {'26

Using this scaling parameter, the contours of Figure 91 were scaled to
correspond to the wy, $g, and TR selected above. This was done for
zero positions Whlch are locatedRat +270 deg (with respect to the dutch
roll pole) only. While this particular direction is somewhat arbiirary,
it does represent a compromise between desirable locations (Fig-

ure 104) and actual locations of the F4 ajirframe (see Figure 5), The
resulting scaled contour points and choice of zero locations are shown
in Figure 6,

Parameter sg -- Numerical values for sg = ABy, 4, were taken directly
from the specifications given in Ref, 1 (see Figure 105},

Parameters sq and 844 -- Steady-state roll rate and sideslip charac-
terisiics were get at

SP‘J =5.0 and 5—8— =-0.5
AY ss

R |ss

for all models, These refiect the F4's own characteristics, as tabu-
lated in Table V,

Parameter 817 -~ Rudder-induced rolling authority was restricted to

10 percent of aileron-induced rolling for all models. There are several
arguments for and against such specifications. For example, if
decoupled lateral/roll control is the main objective, then the 10- percent
condition can be considered too high. On the other hand, if we require
that wings-level flight be posgsible with a "one-half hardover aileron
failure,' then 10 percent is too low. We elected here to provide

enough authority to satisfy paragraph 3.3.4.5 of Ref, 1 for appropriate
force-{eel characteristics.

3R J. Woodcock of AFFDL has pointed out that this ratio does not quite

correspond to the posc/pavg ratio of the military specification. The
latter uses oscillatory and dverage components after approximately

one dutch roll cycle, rather than the dutch roll envelope att = 0 and
the average value at t = ®, as done above,
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FLIGHT
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iw
3

w———0

Table V. Steady-State Roll Rates and + 60
Sideslip for Free Airframe

5 P B
Flight — =
ConditionT| "AS as *r
: 58 Ha0
7
¥ 4
1 1.43 -0, 224 &
] 9
2 3. 97 -0. 564 1so
3 3. 82 -0, 163
& 2
4 6.68 -0, 436 ¥
'fj 2.0 8
5 3.13 -0. 462 \h L5
L
o]
6 4,71 -0, 155 Lis
7 6. 95 -0. 240
8 6. 00 -0.407
1 I 0
9 4.82 -0. 187 0 2.0 149
10 5. 02 -0.512
11 6.05 -0. 516 Figure 5. Zero-Pole Relationships

Free Airframe
+ These flight conditions are defined
in Section IV.

MODEL 4
@

X3

CHOSEN ZERDS ’\'\é , {20
LEVEL 1 CONTOUR ~np s 13
LEVEL 2 CONYOUR ‘er@

+10

o -3.0 -2.0 -1,0 0

*

Figure 6. Zero-Pole Relationships Models
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SECTION III
DESIGN MECHANICS

Asg indicated in Section I, the design procedure developed in this pro-
gram uses model-following control techniques in a multiplant optimi-
zation formulation and newly-developed computational algorithms to
compute practical aircraft control systems, These topics are discussed
below.

OPTIMAL MODEL-FOLLOWING CONTROL

The notion of controlling a dynamic system in such a way that its re-
sponses match those of a model has received much attention in the engi-
neering literature (Refs, 7, 8, 9, 10). The controller is typically formu-
lated as the solution of an optimization problem which, for stationary
linear stochastic systems with quadratic performance indices, takes the
following form,

Given the plant (aircraft),

. T
= F + +T EMn_(t) 7 = 16(t-7
Xy p%p Grpup » o M1, (m)] (t-m - (8)

and a dynamic model for its responses and commands,

*m T Fmxm+G'mum (9)

L= Fu_+T n Efn,t)n (N]=18(t-7)  (10)

find the feedback control law, u_ = u_(x

,X_,u_), which minimizes the
performance index P PP M m

2 2 4
Ha) = B NEx - mox g+ g gt (11)
A s usual, the symbol x, denotes an n,~-dimensional state vector of the
plant, up, is an mp-vector of control inputs, and n, is an ry~dimen-
sional w%ite-noise disturbance vector. The quantities F,, G, and I}
are known constant matrices of appropriate size, with the pair {Fp, é)p}
assumed to be completely controliable, ’

4The symbolism Hx ”i denotes the quadratic form xTYAx. For later
reference, this expression can also be written as Trace A xx
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Similarly, x,, and uy, are nm- and mmy-dimensional model states and
commands, respectively. Quantities Fp, and Gy are again constant
known matrices, with F, assumed to be stable.

To eliminate command-~dependence of the optimal controller, the com-
mands themselves are taken to be sample functions of the random pro-
cess [Equation (10)], This consists, again, of a stable linear system
driven by a white-noise process, n,. Magnitudes and spectral content
of uy, are determined by matrices Fy and I;. Optimization is then
carried out over the ensemble of command functions, as well as over
the ensemble of disturbances., (Other ways of dealing with command-
dependence, particularly for deterministic problem formulations, can
be found in Refs, 7 and 10.)

The performance measure [Equation (11)]is an expected value of selec-
ted model-following errors, compromised against total control effort
exerted on the plant. The choice of errors in the performance index
(as opposed to error rates) has more than surface significance. As
shown below, it means that the optimal controller must include an active
simulation of the model dynamics [Equation (9)] Had error rates been
chosen, no such model would be required (Ref. 8). This advantage of
an error rate index, however, is outweighed by increased sensitivity of
the resulting controller to plant parameter variations (Ref, 7). Low
sensitivity, of course, is one of the key objectives of our design pro-
cedure,

As usual, the matrix, Q, in Equation (11) is positive semidefinite and
symmetric, and R is positive definite symmetric. These conditions
guarantee the existence of a unique optimal feedback control of the form

up = K;xp + K::nxm + Kzum (12)
This ig a linear controller comprised of three distinct sets of signals:
1) State feedback from the plant with feedback gain matrix K:.
2) Model feedforwards with gain K, (these signals require simu-
lation of model dynamics).

3) Command feedforwards through gain K.

A diagram of the controller is shown in Figure 7.
As shown in varjous references (see for example Refs, 11, 36), the gain

matrices Kf’); Km. and Klf are defined by the solution of a matrix
Riccati equation. In particular, let:
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where P is given by

PF+FYPp+w - PGR™1¢Tp = ¢ (15)

This is a purely algebraic equation and very efficient algorithms exist
for its numerical solution, even for high-order dynamic systems
(Ref. 12).

Some of the properties of the controller [Equation (12)] are summarized
below:

1) The feedback gains, K5, depend only on plant dynamics (and
W and R}, not on model or command dynamics.

2} The model feedforwards, K’;n, depend on plant and model
dynamics (and W and R}, but not on commands.

3) The command feedforwards, K, depend on all factors --
plant, model, commands, and W and R.

The first two of these properties were originally reported in Ref. 10,
and the third one is implied there, They can be readily verified by
writing out Equation (15) in partitioned form. For the Py, Pyq, and

P13 matrices needed in Equation (14), we get
T -1.T -
Plle+FpP11+W11 - PlleR GpP11 = 0 {16)
T -1,.T. _
P12Fm + EFpPIZ + le - PlleR Gp P12 = 0 {(17)
PG _+P,.F +F.P,,-P GRIGP., = 0 (18)
127 m 137 u p 13 117p p 13

Note that these equations also suggest a simpler way of computing the
gain matrices. Instead of solving one (ny + ny + ny)-dimensional
Riccati equation as in Equation (15), we only need to solve an ng,-
dimensional one, plus two linear matrix equations of order (np X Nim)
and (np X ny).

PRACTICAL MODEL-FOLLOWING CONTROL

As formulated above, the optimal model-following controlier has two
serious disadvantages: 1) it uses the full plant state vector, x,, for
feedback, and 2} all three sets of gains vary with the plant parameters,
F, and Gp. It thus requires complex measurement instrumentation
and gain scheduling for multiplant applications., In our definition of
practicality (Section I), of course, these are the very conditions to be
avoided,

25



Traditionally, these difficulties of optimal control have been overcome
by extensive simulation programs (Ref. 13). After an optimal con-
troller was initially designed, its many signal paths were individually
investigated. They were deleted if their contribution to total cost or

to the total control signal was small, or were replaced by blended sig-
nals from available sensors if their contribution was significant, Gains
were adjusted to work well over a range of flight conditions. In this way,
the original optimal controller was eventually reduced to a practical one.

In the design procedure developed here, we attempt to avoid such after-

the~fact manipulations by reformulating the original optimization problem
such that the requirements of practicality are directly included.

Problem Reformulation

The aircraft will be represented at various points of the flight envelope
and for various configurations and mass distributions by a collection of
frozen-point linear plants:

xp(i) = Fp(i) xp(i)+Gp(i) up+I‘p(i) My (19)
i=12, ...,p

where x_{1i) is again the plant state vector, u, is the vector of actuator
inputs, pand np is white noise. The state, x, and the system matrices,
Fp, Gp, , are indexed by the integer i, dehoting a particular frozen-
point plamF. The index ranges from i = 1to i = p, meaning that p distinct

plants will be handled simultaneously.

We now look for a time invariant controller of the form

£ 0
xp(l)
up(i) = K(i) X , i=12, ..., 0p (20)
w.,
— —
such that the following composite performarnce index is minimized:
p
3 = Z @, J(i) (21)
i=1
where
30 = B HAD x (D -H_x_[|& .+ | udd .1 (22)
P P m m!' Qi) P R(i)
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This cost functional is a generalization of Equation (11), representing
weighted average performance over the flight envelope.

To achieve practicality, the form of the gain matrices LK(1), K(2), ...,
K(i), ..., K(p}] cannot remain entirely arbitrary. Measurement realiza-
bility implies that certain elements of all gain matrices must vanish,
and elimination of gain scheduling requires that other elements of all
matrices be identical. ® These conditions are imposed on the form of
K(i) at the outset, thus incorporating the controller simplification re-
quirement directly into the optimization problem. In particular, let

y denote an p-vector of readily-observable signals, i.e.,

xp(i
y = M(i) X , i=1,2,...,p (23)

u
m

where the matrices, Ml(i), select sensed signals and account for such
things as sensor position, orientation, and sensitivity as they vary with
flight condition, Then the gains, K(i), must satisfy

(K(1),..., KG),..., K(p)]= [KM(1),..., KM(i),..., KM(p}]
(24)
for some constant (mp X r)-matrix K,
Unfortunately, this new optimization problem does not yield a unique
closed-form solution, Instead, several local minima are possible, each
satisfying the necessary conditions of optimality. To solve for even one

requires considerable computational effort. This is the price of practi-
cality.

Necessary Conditions of Optimality

Optimality conditions for the gains, K(i), can be expressed directly in
terms of the performance index, J [Equation (21) 1, or they can be ob-
tained from the Maximum Principle (Ref. 11).

Using the first method, we think of J as an explicit function of the gain
matrices. Then optimality requires that the first partial derivatives
of J with respect to K vanish; i.e.,

5The latter constraint may well mean that adequate performance is
impossible. While this is not the case .in the F4 designs considered here,
the possibility is certainly real and warrants research to remove the no-
gain-schedule constraint,
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%{J[KM(I), KM(2),..., KM(p)l= 0 (25)

Using the Maximum Principle, we first write the plant-model~command
combination as a single system via Equations (13), This gives

%(i) = F() x(i) + Gliu + T()n Elntm (1)) = 15(t-1) (26)
up = KM(i) x(i), i=1,2,...,p (27)
F 2 2
i=1

We then note that the composite performance index [Equation (28)] can
be written as

p
7 = Z a; Trace [W(i) + MY (1) KTR() KM(i) JX @) (29)
i=1

where X{i}, i= 1,2,...,p, are covariance matrices defined by (Ref, 36)

0 = [F(i)+ G() KM(1)1X(1) + X(1) F() + Gli) kM) 1T
+ T() T L) i=1,2...,p (30)
These equations are used to define a Hamiltonian:

p
H = Z a; Trace [W(i) + MKRKM(i)] X(i)

i=1
T,. . . . T,
+ Trace S~ (i) IFGKM{i)X(i) + X{{))FGKM " (i)

+ T T L)) (31)

where the shorthand notation MKRKM(i) and FGKM(i) denotes ML (i)K L R(i)

KM(i) and F(i) + G(i) KM(i), respectively, The H is now differentiated

with regpect to the covariance matrices, X(i), and the adjoint matrices,

S(i), and with respect to all of the free gains permitted by the constraint
Equation (24)]. This gives the following necessary conditions:
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——-BS(?, = FPGKM{i)X (i) + X(i) FGKMT(i) + (i) rT(i) =0 (32a)
i=1,2,...,p
-—aaxlfi) = S()) FGKM(i) + FGKMT (i) S(i) + o, [W(i)+ MKRKM (i) ]= 0
i= 1,2,...,p (32b)
; p
K C ) ROKMEO+ GO SHXOM ()= 0 (32¢)
i=1

These conditions were derived for single plants (i.e., p= 1) by
Axsiter (Ref. 14) {time-varying problems) and by Levine (Ref. 15)
(deterministic problems). For p >1, they were first derived by
Skelton (Ref. 16),

Computational Solutions

As noted above, the necessary conditions may have several solutions,
none of which are given analytically. They must be found by numeri-
cal solution of either Equations (25) or (32)., Several iterative
algorithms have been proposed for the latter equations. These include
Axsater's algorithms (Ref. 14), a modified gradient algorithm (Ref. 17),
and others (Ref. 15). All require large computer budgets (for high-
order system), and all suffer from initialization prdblems, i, e.,
choosing initial values for K, (Initial values determine which local
minimum will finally be found. )

The design procedure described in this report uses a newly-developed
algorithm for Hquation (25) which exhibits comparable computational
speeds but avoids the initialization problem. The algorithm proceeds
by dividing the gain matrices, K(i) (for the moment these are assumed
to be arbitrary), into two components:

K@) = (K> +K%) M@+ K2E), i=1,2,...,p (33)

The first component (K} + K3) M(i), satisfies the constraint condi-
tions [Equation (24)]and will be called "gains to be retained’’. The
second component, »K2(i), with scalar multiplier A does not satisfy
Equation (24) and will be called "gains to be discarded'. For gener-
ality, the first component is further subdivided into parts K1 and K3,
where K1 represents free gains to be optimized and K3 is fixed.

In terms of these subdivisions, the necessary conditions [Equation {25)]
become
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2 a Uk +rIM(1) + 2 K1), ..., &1+ K3 M(p)

sl )
+AK (py = 0

or more simply

2 g = 0 (34)

2K
for fixed Kz(i), M(i), and KS. This last equation implies that the optimal
gains are functions of ; i. e.,

kb = xly

where, according to the Implicit Function Theorem (Ref. 18), Kl(- ) is
defined by the following differential equation:

-1
arley 2%y ISR (35)°
d aKlaKlT BKla}\.

From Equation (33), however, it follows that the desired constrained
gains correspond to M = 0. That is,

K@) = K0 +K3IME), i=1,2...,p (36)

So it is possible to obtain solutions of Equation (25) by solving Equa-
tion (35), starting with any known terminal condition lsatisfying Equa-
tion (34)) at M = 1, and integrating backwards toward » = 0. The choice
of terminal condition and method of numerical integration are discussed
below., The idea of parameterizing solutions of optimization problems
and solving the resulting ordinary differential equations was developed
by D. K, Scharmack {(Ref. 19).

Terminal Conditions -~ The most appealing terminal condition is the
global optimum of the performance index, J. This corresponds to the
gains [K*{1), K*(2),..., K*(p)] which are obtained by optimizing the
ith plant with respect to the ith criterion J(i) without gain constraints,
for all i. (As discussed earlier in this section, these gains are readily
computed.) The resulting K1, K2, K3 values for A = 1 are:

K3 = given

GEquations (34) and (35) make sense in vector matrix notation only
if the matrix K! is written out as a column vector. This is assumed.
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-1
k! = [2 K#(1) MT(i)] [2_3 M(i) MT(i)] K3 (37)7

1 1
K2(1) = K*({) - (K+K%) M@E), i=1,2,...,p (38)

Starting with these terminal conditions amounts to starting in the
"deepest valley of J" and forcing K2 to zero along the trajectory [K1(n),
AK2; 12\ 2 0J]. Aslong as the matrix of second partials in Equa-
tion (35) remains nonsingular, the resulting solution, Kl(O), is unique
and represents a stable linear controller, Moreover, we have the
reassurance that it is a point ''on the walls of the deepest valley'". To-
gether with the knowledge of J(K*) and JK1(0)] this information could
well suffice to terminate the search.

Numerical Integration ~- The full gamut of integration techniques is
available for this problem. In Ref. 19, a predictor-corrector scheme
was found to be particularly useful. It consists of the following equa-
tions:

* Adams-~Moulton Predictor

1 1
p _ 1 AX dK _ dK
K¥ = K (?\k)+ 54 55 I (}\k) 59 T ()\k_l)
1 1
dK d
T 8T T () - 8 e Pylg) (39)
¢ Newton-Raphson Corrector
2 1P - p
¢ _.p |SIEL M) SIS Mty
K 3K oK

The corrector is cycled repeatedly, each time replacing the old value
KP with the new value K€, until a convergence criterion of the form
|3J/3K1] <e is satisfied. The final value of K€ becomes K1 ()Lk+1)’

7As long as Equation (38) is observed, the choice of Kl is arbitrary,

Here we have chosen K* such that the gains to be discarded have
minimal magnitude, Thisg is achieved by pseuiio iflversion of
M) .. .M(p)], a proces which minimizes | { (KL + K3) [M(1) ...
M) - TR - KR 12 = [ IK2Q1) .. . K2(p)| |2, For a discus-
sior: of the pseudo inverse, see Ref, 37.
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where

>
il

<
kil Mg T AN AMS0

1

k = 0, 1,2,.,.,W

The integration is initiated at Ay = 1, with Kl(l) given by Equation {37).

The utility of these equations depends, of course, on the computer

time and memory required to evaluate first- and second-partial deriva-
tives. Equations for this purpose are developed in Appendix II. It
turns out that all necessary derivatives for a single predictor or cor-
rector step can be obtained by solving (¢+ 3) n-dimensional covariance
equations Lof the type of Equation (30)], where %is the number of gain
components in K1, These equations can be solved very quickly even for
large systems (Refs. 20, 21). So it becomes possible, with the
algorithm discussed above, to solve s ome fairly complex control prob-
lems. This is shown in the next section with an F4C design application.
A flow diagram of the complete algorithm is shown in Figure 8.

SOLVE QUADRATIC
PROGBLEM FOR EQUATIONS (12)
o PLANTS THROUGH (18]
ks K* L), o, KRR )
K j a
EQUATIONS (37
COMPUTE TERMINAL
CONDITIONS » - 1 AND {38)

|K":K1(1:

2
P_pt r=N+AM
EVALUATE &I, .EZJ s 22y
aK™ sKTeK hKIa,\

a kB
NEWTON-RAPHSON ATHK ADAMS-MOULTON
CORRECTOR APPENDIX i PREDICTOR

EQUATION (300 EQUATION (39}

Figure 8. Flow Diagram for Computational Algorithm
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SECTION IV
LATERAL-AXIS DESIGNS FOR THE F4C

The optimal control formulation and computational procedure discussed
in Section IIT were used to designh control systems for the lateral-
directional axes of the F4C aircraft. Details of these designs are dis-
cussed here. We begin by describing the mathematical models used.
This is followed by a discussion of individual optimal controllers at
each flight condition, and finally, by a description of practical control
system designs for the entire flight envelope.

MATHEMATICAL MODELS

As required by the problem formulation, the aircraft was represented
by linear differential equations at selected flight conditions. These
include rigid-body dynamics, an approximation of the first asymmetric
flexure mode, actuator and servo dynamics, and sensor dynamics. A
handling-qualities model, a command model, and a gust model were
appended, and a set of measurable signals was defined to complete the
mathematical representation.

The resulting equation is 20th-~order, with the following general structure:

_ l . - _ -
B, Gy Gy O G3! K 0 o
H T, G, 0 Gg! 0 0 0
o o0 F _0 0 , G 0 0
as : as
* 1 8
X = H2 H3 H4 Fse 5 x+|0 up+0 0 |n (41)
]
0 0 0 0 ! 0 T o0
] Wi o v
'F G 0 0 0
| m m
1
|
I lo u | _0 | -0 ru-
y = [Ml 00 M, 0 M, M,Ix (42)
where
T T T T T T '+ T T)
X = |IX X X X X it X u
rb f as se "W, ‘m m

8Blank partitions of matrices are assumed to be filled with zeros.
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and

= Rigid-body states (p, r, B8, ¢)

>
I

rb

X = Flexure states (%, £)

X, Actuator/servo states (6p, Opge Y1s Yor Y3s V)
e = Sensor states (a, a)

X, = Gust~-model states (vg)

¥, = Handling-quality-model states ('fim, ?‘m’ Bm)

u, = Command-model states (umR’ umAS)

up = Servo inputs (upR’ upAS)

T = Gaussian white-noise components (nw, 'qR, nAS)

E(") = 0, E[n@ n1(n] = 1 6(t-1)°
For notational convenience, the flight condition dependence of the model
(integer i, i=1,2,..., p) has been suppressed. Individual elements of the
model are defined and discussed below.
Rigid Body

Linearized lateral-directional aircraft equations in stability coordinates
take the following general form:

- S -
p| [L, L, Lg 0 ol fo 0.0033] |
d i Np Nr NB 0 T 0 0 §_
B Yp Y. YB g/UO B 0.0027 0O

) 1 0 0 o ¢| |0 0
Kilor Laas|[®r] |18/ Yo
. |¥Nor Noas||®ag_|Ne/Uo |
K:¥or Yaas
0 0

b -~ — -

g-6(t) is the Dirac delta function.

10The coefficient Ky accounts for rudder flexibility. The second term of

the equation represents bending mode coupling into the rigid body.
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This corresponds to the first row of Equation (41):
b~ Frer}:) + Gle + GZXas + G3Xw

The variables (p,r,3,9) denote roll rate, yaw rate, sideslip, and bank

angle, respectively; £ and £ are deflection and rate of the first bending

mode; o and jag are rudder and aileron/spoiler actuator positions; and

Vg is the lateral gust component.

Coefficients for Equation (43) are given in McDonnell Report F835 (Ref.
22) as functions of Mach, altitude, and aircraft configuration, These
data were used to select 11 flight conditions LFC(), i=1,2,...,11]
which provide broad coverage of the flight envelope and which include
the various extremes of dynamic behavior. The chosen flight conditions
are listed in Table VI. Their corresponding coefficients are listed in
Table VII,

The major handling-quality characteristics of the F4C at these flight
conditions are examined in Table VIII, which displays several lateral-
directional handling-quality parameters for the unaugmented aircraft.
The parameters were computed according to the approximate literal
expressions tabulated in Ref. 5. 11 Additional gualitative assessments
are provided in Figures 9 through 19, which show free-aircraft respon-
ges to step aileron and rudder commands at each flight condition,

[ These were taken on an analog simulation of Equation (43), neglecting
flexure, | The following characteristics are evident.

Dutch Roll Damping -- Very low dutch roll damping exists cver most of
the flight envelope. This is true both for the damping ratio parameter
(Qd) and the damping parameter (Squsy). The only exception is found at
the high-q flight condition, FC(3). ’ﬂqis condition exhibits adequate
damping in terms of de (i. e., it exceeds MIL-F-8785's basgic require-
ment of 0, 33 lus the additional 0. 014(wg”|¢/B| 4-20) required for high
values of w f@/ﬁl d- ), but its damping ratio of 8(1 = 0.132 is still some-
what low. ugmentation of dutch roll damping will therefore be a very
necessary function of the control system.

Dutch Roll Frequency -- Although the dutch roll frequency is not really
objectionable at any flight condition, it could be somewhat higher at the
low dynamic pressure conditions, FC(1), FC(5), FC(8), and FC(10), for
increased directional stiffness,

Roll Time Constant -- The same low-q flight conditions also exhibit
sluggish roll responses.

11The literal expression for Cq)wd, - (gwgq was altered to include the
term NGASLr/LﬁAS’ which is significant for some flight conditions,

Thig change is consistent with other references, for example, Ref. 6,
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Table VI. Flight Conditions

Center of
Flight Mach Altitude, h Weight Gravity
Condition No. {x 1000 ft) {1b) {1 ¢)
— ] L

1 0, 1998 SL 31,629 30.7
2 0,5 5 38,924 28.9

3 1,2 5 34,924 28.9

4 0.9 15 38,924 28,9

5 0.5 25 38,924 28,9

6 1.5 25 38,924 28.9

7 1,2 35 38,924 25.9

B 0,8 45 38,924 28,9

9 2,15 45 34,924 28,9
io 0.9 35 53,741 33.5
i1 0. 85 5 53,741 33,5

Configuration

= 13
Power approach at 2L 12

60% internal fuel 4 Sparrows, gear up
60% internal fuel 4 Sparrows, gear up
60% internal fuel 4 Sparrows, gear up
6§04 internal fuel 4 Sparrows, gear up
604 internal fuel 4 Sparrows, gear up
60% internal fuel 4 Sparrows, gear up
60% internal fuel 4 Sparrows, gear up
60% internal fuel 4 Sparrows, gear up

Fully loaded, 100% internal fuel, 3
external tanks, 4 Sparrows, gear up

Fully loaded, 100% internal fuel, 3
external tanks, 4 Sparrows, gear up
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Table VIII. Handling-Quality Characteristics for the
Unaugmented Aircraft

Flight “q o favg ool | Cevebava PelBia | I/8lg | UTg | Pyt

Condition (radfsec) (sec™) (sec™ ) {sec™?) |(zec-b} (rad/sec)
1 1,82 0.158 { 0,279 0,554 -0,124 2,98 9.1 1,08 0.75
2 2,46 0.080 | 0,218 0. 858 0, 065 3.34 20,2 1.91 2,08
3 6,42 0.132 | 0.850 1.18 0,064 0.97 46,1 | 2.72 1,73
4 3,62 0,007 | 0,35t 1,02 0. 027 2,10 27,6 | 2.30 3,50
5 1,89 0.081 | 0,153 0,647 -0, 031 3.13 11.1 0. 89 1,64
8 5,01 0,103 | 0,518 1,06 0,019 0,93 23,1 1.81 2,50
7 3,71 0,070 | 0,258 0,992 0, 022 1.10 15,1 1,38 3,64
8 2.07 0,047 | 0,096 0,782 0. 006 3.00 12,9 | 0,78 3.14
9 3.23 0,064 | 0,207 1.0t -0, 005 0.52 5,9 1,02 2.53
10 2,01 0,049 | 0,098 0,874 0, D32 1,96 7.9 | o.62 3.10
11 3,30 0,107 | 0,353 0,981 0, 028 1.01 11,0 | 1,386 3.17

+

Raseid on maximum aileron/spoiler deflections,

inc'uding airload effects,
defre ttinns are given in Table IX,

Maximum surface
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Roll/Sideslip Coupling -- The coupling parameter, |¢/8]4, ranges from
Tow values ([¢/B] 4 = 1.5), at which a pilot's concern for Sideslip itself
can degrade flying qualities, to moderate values, where 3-p coupling is
strong enough to cause oscillatory roll responses, No really high values
of |¢/B\ q are encountered. However, the roll rate oscillations are suf-
ficiently severe at some flight conditions that reduction of |¢ /8] q may be
degirable to improve the precision of roll attitude control. This is best
shown by looking at the responses in Figures 9 through 19, [See, for
example, FC(1), FC(5), and FC(8). ]

Zero Positions of the p/8ag Transfer Function == The parameters {wg/wg)?
and (Gyug - Cdug) determine the geometrical relationship between the
p/0AS zeros ang the dutch roll poles. This relationship is connected
directly with the magnitude and phasing of aileron-induced sideslip
(through the coefficients NﬁAS and Np) and with the magnitude and phasing

of the dutch roll component of roll rate. These, in turn, determine ad-
verse or proverse yaw and difficulty of turn coordination,

The ideal geometric relationship of (wq)/wd)z =1 and ((yug - Cqug) = 0
{corresponding to NaAS‘ = 0, N, = g/Up) is clearly violated by the unaug-

mented ¥4, Moreover, the zeros do not consistently fall into the lower-
left-quadrant position (relative to the dutch roll pole)} for which turn
coordination is natural (i.e., right aileron with right rudder {Ref. 2).
Consequently, it seems desirable to modify the pole-zero relationship,
at least at the flight conditions exhibiting large sideslip buildups and ad-
verse yaw. These conditions can again be found most easily by scanning
the responses in Figure 9 through 19 [ for example, FC(1), FC(2), FC(5),
FC(8) and FC(10)]. “Note that the F4 does not have major adverse yaw
problems at the selected flight conditions, This is a result of the mech-
anical aileron/spoiler interconnection in the lateral control channel, A
recent report by P. D, O'Brien (Ref. 35) indicates some adverse yaw
problems at other flight conditions.

Approximated Flexure

The first two asymmetric bending modes for the F4 with empty wing tanks
occur at frequencies of 10,7 and 20. 5 Hz, so the aircraft is very stiff

and flexure is a secondary consideration in control system design,
Nevertheless, it was decided to include the first mode in the mathemat-
ical model in order to constirain any tendency of model-following control-
lers to excite and/or destabilize flexure degrees of freedom. Approxi-
mate equations for this mode are derived in Appendix III and are repro-
duced helow:
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This corresponds to the second row of Equation (41):

xp = Fprp+ HyXpy + GyXog + Goxy,

It must be emphasized that these equations are very crude representa-
tions of the aircraft's actual flexure characteristics. While they should
be adequate for our purposes, it is unlikely that they are useful for other
applications (e. g., flexure control), The numbers in the equations cor-
respond to the Mach 0.9, h = 45,000 feet flight condition where, due to
low aerodynamic mode damping, flexure problems can be expected to be
mogt severe, Although the numbers vary somewhat over the rest of the
flight envelope, we used the ones given above for all other flight condi-
tions, The very approximate nature of the equations does not warrant

the added complexity of variations with flight conditions,

Actuators and Servos

Equations for these dynamics were taken directly from Ref, 2. They
have the following form for all flight conditions:

6 1 [-20 0 ' 20 0o, 0 o [sg] [0 0
| 1
6AS -f)- _ :'];O_ E—-O- . _0‘- —P 3-0 _ 0 6.A.S 0 0
i |
i ‘yl : : 0 1 , )’1 . 0 0 U.pR
dt 1_104 _102 ! 1 4
yz ————————— |" ______ | ) ‘yz 0 0 uPAS
Y3 ! 0 1 Y3 0 0
t ]
' 10t L 2 4
Y4 ) L ‘ =10 10 | 34 ] 0 10

(45)

46



This corregponds to row 3 of Equation (41):
x = F x +G_u
as as as as p
and represents a 10-rad lateral power actuator and a 20-rad rudder actu-
ator, both driven by identical 100-rad, { = 0.5 servos. The gervo states
are depoted by ¥, Y2, 'y?, and 4, and upR’ UpAS are rudder and lateral
servo inputs, respectively,

The lateral power actuator and its servo are actually mathematical equiva-
lents of two separate but mechanically-linked actuator/servo combinations
-=- one for the aircraft's ailerons and the other for its spoilers, The actu-
ator position, fAg, is a composite representation of aileron deflection on
one wing and opposite spoiler deflection on the other, (Sign convention

has §pg positive for positive rolling moments, i.e., right wing spoiler up,
left wing aileron down.) The composition of jag is important for deter-
mining deflection limitations of the equivalent lateral actuator.

The basic mechanical limitations on all actuators are +30 deg rudder,
[-30 deg, 0 deg] aileron, and [0 deg, 45 deg] spoiler. They are modi-
fied by aerodynamic loading as shown in Table IX (these data were taken
from Ref, 23). The table also shows equivalent limitations for the hypo-
thetical lateral actuator, These were obtained as follows.

We have earlier used uyp g to denote the total control input to the lateral
axis (i.e.,, the sum of stick and control system commandsg). By
mechanical interconnections, this input is distributed to the individual
aileron and spoiler actuator/servos in the following manner:

Right aileron command = UpAS

UpAS

Left aileron command

Right spoiler command = [%g) UpAS

L.eft spoiler command -(%‘—8 UsAS

Fach surface responds to these commands with its own actuator/servo
dynamics and subject to its own mechanical limitations, For example,

if we look at steady-state deflections for uppg > 0, we get zero deflection
of right aileron and left gspoiler (these surf%ces are against their upper
and lower stops, respectively), and we get the left aileron and right
spoiler deflections shown in Figures 20a and 20b for FC(3). The rolling
moments and yawing moments resulting from these deflections are shown
in Figure 20c.

12

The ordinate of Figure 20c represents normalized yawing or rolling
moments, defined, for the case of yawing, by

(NGSP GSP - NﬁA 5A)/(45N68P - BONGA)

Similarly for rolling.
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Table IX, Maximum Surface Deflections

Lateral Surface Deflections at FC(3)

Flight *r Y Sgp Sps
Condition (+ deg) I {+ rad) {deg) {deg) (= deg) (= rad)__
1 ﬂ- 30.0 {0.524) - 30, 0, 45 30 (0.524)_—
2 15.0 (0.282) - 30, 0, 45 30 (0, 524
3 1.0 (0.0173) - 11, 0, 35 26 (0. 454)
4 7.0 (0.122) - 30, 0, 45 30 (0. 524)
5 29.0 {0.471) - 30, 0, 45 30 (0. 524}
6 1.5 {0. 0262} - 10, 0, 45 30 {0. 524)
7 3.0 (0. 0524) - 30, 0, 45 30 (0. 524)
8 23.0 (0. 401) - 30, 0, 45 30 (0. 524)
g 4.0 (0. 0700} - 30, 0, 45 30 (0. 524}
10 15.0 {0.262) - 30, 0, 45 a0 (0. 524)
11 5.0 (0.0873) - 30, 0, 45 30 (0, 524)
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It is clear from this latter figure that the equivalent lateral actuator/
servo, which according to Equation (45) deflects in direct proportion to
upAS (plus dynamics, of course), should saturate at 26 degrees or so.

The same argument was used to establish effective lateral saturation
levels for the remaining flight conditions of Table IX,

Limitations have also been placed on the maximum surface rates of the
rudder and effective lateral actuators. For the rudder, the constraint is
25 degfsec (0.437 rad/sec), and for the lateral channel it is 64 deg/sec
(1.12 rad/sec). The latter number approximates aileron actuators under
full aerodynamic loading.

No limitations were placed on the servos. Rather, it is assumed that in
fly~by-wire (FBW) applications, servo position and rate capabilities will
exceed those required to drive the given actuators.

Sensors

Feedback signals for practical control systems were confined to those
already available to the existing F4 lateral-directional control system.
For stability augmentation system (SAS) functions, this means roll rate
and yaw rate gyro outputs, lateral accelerometer outputs, and possibly
roll attitude gyro outputs. So the observations are

. L s — — —
Pee cos @t gin @, 0 0 c O
rse sin @ oL cos QWL 0 0 0 0jja
Y Tla | T 0 0 o o/ *bFlt ol{al
? S 0 0__1 0._9 s
X I O
| “m| | ] N M

(47)

This equation corresponds to Equation {(42),
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In Equation (47), the second-order dynamics of both rate gyros (150-rad,

€ = 0.5) (Ref. 22) have been neglected, so their measured outputs (pge, r'ge)
are algebraic transformations of true roll rate and true yaw rate, The
transformation was derived by assuming that both instruments are aligned
with a body-referenced coordinate system whose x-axis passes through

the center of gravity of the aircraft and runs parallel to the water line

and whose positive y-axis extends along the right wing. The angle o

is the angle of attack of the water line, which is tabulated as a function

of flight condition in Table VII.

The roll attitude gyro is agssumed to have unity dynamics and to measure
¢ without extraneous transformations.

The only sensor dynamics which are included in the mathematical model
are accelerometer dynamics. These are second-order with 50-radian
bandwidth and 0. 5 damping (Ref, 22) and are described by the following
differential equations:

a 0 177 fa 0
d

T = o+ a (48)
d 4] |-50% -50| |a]  Js0?| o€
Here a and a denote accelerometer states and age is the total lateral
acceleration at the accelerometer station,

The instrument is located at fuselage station 198, 0 and water line 23.0,

which is forward and below the center of gravity by the distances x, and
Z4, respectively. In stability coordinates, x, and z, are given by

X COS o sin a
( o) ( wL wl
z ~-8in o co
] Wl 8o

0 wL

€y

(49)
c

2

where (cq) and (cg) are tabulated below (Ref. 22):

Fe | 1 2-9 | 10-11
e, (f)] 10.2 9.90 | 10.6
c, (ft) | -0.0192 | +0.388 | -0.268
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Due to these offsets from the center of gravity, the accelerometer will
pick up yaw and roll acceleration as well as lateral acceleration, Iis
total input is
-y 4 a .., 4 ..

2ge UodtB+Uor+Xo dat ¥ "% atP g¢ (50)
This equation, together with Equation (48), corresponds to the fourth row
of Equation (41), i.e.,

Xse~ Fge¥ge T HoXpp * H3xf + H4Xas. + Hg¥

where the matrices Hz, ..., Hg are given by

)
_ 2 -
H, = 50 . {[-zoxouo 0] Frb+[0 U, 0 -gl}
Q]
2
Hy = 50 , E-zo x, U 0] G, (51)
-
_ 2 _
H, = 50 [ zoxouool G,
1]
._OM
- 2 _
Hy = 50 l[zoxoUOOJGS

Note that x, is a sizeable quantity (approximately 10 feet), so the yaw
acceleration component represents a significant fraction of the signal.

Gust Model

Lateral wind gust disturbances (vg) were modeled by a white noise
process passed through an appropriate linear filter. The filter is
first-order [ corresponding to a simplified Dryden spectral form (Ref. 1)]
and its magnitude and bandwidth are 6 ft/sec rms and Up/1750 rad/sec,
respectively. This gives

d ( UO\ U (52)
& Ve = \Tm50) Ve t 80 VaTs W
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which corresponds to row 5 of Equation (41), The variable n,, is scalar
white noise,

Handling-Quality Models

The four handling-quality models developed in Section II were used as

criteria for the controller designs discussed here. However, to avoid
model-matching of the spiral mode, the models were reduced to third-
order form involving dutch roll and roll subsidence only.

The transformations necessary to reduce the models are discussed below.

Reasons for not matching the spiral motions are given later (pg. 60). At
this point it is only necessary to assure the reader that the spiral mode
will not be removed entirely from the design procedure. The aircraft will
still have a spiral mode, which will be stable but close to the nominal
1/Tg = 0 condition, Only the models will not have a spiral mode,

The four rigid-body responses of the models are defined by

x = F x +G u (53)
m m m m m

T _ . : .
where x = (pm ro Bm ¢m). Then the spiral mode, call it Z, 18 given by

Z = A x (54

where A is the left spiral eigenvector of matrix Fm' That is, M is a
four-vector defined by

p = LT
m TS

Furthermore, the dutch roll plus roll subsidence components in the re-
sponses X are given by

Pm

2
nk>

3 _ T
X TV E (1 -vX )xm (55)

where v is the right spiral eigenvector of Fm’ which is defined by
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1
F v—-T—v
8

” (56)
56
?\T vy =1
Now let Tm(?\, v) be a transformation matrix defined as follows:
(10 0o o] {v]
0 1 0 0 '\)2
T (A, ) = - ZT (57)
m o 0o 1 0 vy
|0 0 0 0 | -1
Then
f'pm
¥
m
3 = Tm(?k, V) X {58)
m
z
— m—
F~ T _ . D - _ -
P 0 [P
—~— et | —~ -~
d | m _ Fm | 0 "m Gm
= | . = ~ + u (59)
_m | | ____ __ . _ Voo iim |
2 o 0 0 |-+ |1z e
m m m
L i L | So L J L N

where the (3 x 3 ) and (3 x 2) matrices F__ and G__ are obtained by par-
titioning T, FmTm 1 and TmGm- In thif'1ast edliation, the spiral mode
is completely uncoupled, so we can simply ignore it to get the short-
period motions:

o

Pm

(60)

e
I
2
H
+
Q
&

d
dt | "m m| m m m

Ty
=

his equation corresponds to row 6 of Equation (41). The matrices

T
F, and Gy, for our four models of Section Il are summarized in Table X.
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Table X,

Reduced-Order Models

F
m
Model 1
-0, 402 -0, 448 -10,0 5, 04 6.11
0, 0560 0,0983 2,322 -1.12 -1,19
-0, 2687 -2,20 -0, 327 0. 0003 0. 0089
Model 2
0,516 0. 381 -10,0 4,79 5.25
0.0170  -D.139 3,56 [4.79 -1,05 }
-0.0854  -1.24 -0, 418 | 0. 0008 -0, 0075,
Model 3
-0,981 0,177 -10,0 7 4.58 6.34
0.0300  -0,0920 5,23 -2,63 -0, 888 }
-0,0433  -1,08 -0, 732 0. 6003 -0, 0035
Model 4
-4,00 0. 865 -10,0 3,30 20,0
0. 040 -0, 507 5,87 -3.11 -0, 188 ]
-0.0102 1,02 -0,743 0. 0017 -0.0163
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Command Models

The commands (u,,) were assumed to consist of filtered white noise for
both lateral and rudder channels. First-order lag filters were used with
bandwidths (wg) to be determined during the design phase. Thus

d ["mr | Yr|..— %% ©° ][R
dat - Yo * 2w0

UnAS Y AS

(61)

0 oas]| Nas

where up, g is the rudder command, uy, agis the lateral command, ng,
masare scalar white-noise components, and 0R, Tagare rms command
magnitudes. Equation {61) corresponds to the last row of Equation (41).

The choice of these command models is largely functional. We desire a
reasonable representation of the frequency content of pilot commands,
yvet we want to avoid the complexity of many state variables. One way
to substantiate the simple models used is based on some of the notions
of pilot/vehicle analysis for simple compensatory tracking tasks. This
was suggested by Mr. R.O. Anderson of the Air Force Flight Dynamics
Laboratory. In particular, if we assume that the 'crossover model"
(Ref. 3) is valid over the entire frequency range of interest, then the
commands generated by the pilot will be of the form

() = —= =1 e (62)
ums_'sﬂac G(s)rs

where the relevant quantities are defined on the standard tracking loop
shown below:

VEHICLE
u

+ m X
r PILOT 1 Gls)

w, = CROSSOVER FREQUENCY

For the case of bank angle tracking, G(s) is nearly a pure integration,
so we would get

r(s) (63)
C
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Starting with this expression, the problem of choosing the command
model directly has been replaced by the problem of choosing a model
for the input r{s), For example, letting r(s) be white noise (1) gives

X = @ X+
c CT‘i

u = K(n - x

This corresponds to a high-pass filter (low-frequency cutoff at w.) driven
by white noise. Similarly, letting r(s) be Brownian motion gives

U = -w.u + Kn
m c m

which ig a low-pass filter driven by white noise. Another alternative is
to let r(s) itself be low-pass filtered white noise with cutoff frequency
wi. Then the un{s) model corresponds to a bandpass filter with lower
cutoff at minfwi, wel and upper cutoff at maxlwi, we]. Clearly, some
rationale must be established for choosing among these various possi-
bilities.

A rationale appropriate to the present case is provided by the flight pro-
files which were flown in the validation phase of the program (Section V).
These profiles consist of consecutive 15-second segments of flight, each
characterized by a constant bank angle. This means that the input to

the bank angle tracking loop (aside from atmospheric disturbances) are
sample functions like the one shown below:

rit)

—J__ tﬂ lfto +30

t°+15

On each 15-second segment, the bank angle is an independent random
variable distributed according to the discrete distribution

0.5 ¢=0
Prob [r = ¢]=
0.05 p=15, £7.5, +10, +12.5, £15

so the corresponding autocorrelation function is given by Figure 21
(Ref, 38),13

13This assumes that t, is uniformly distributed on[0, 15], which
assures statistical stationarity.
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Figure 21. Autocorrelation of r(t)

A continuous random process which approximates these second-order
statistics is given by the equation

1:—-—11‘+ i
=" 15 75|

It has the autocorrelation function shown in dashed lines on Figure 21
and evokes pilot commands of the bandpass variety with lower cutoff at
wi = 0.067 and upper cutoff at w.. But certainly, with such low lower
cutoffs, it is entirely adequate to model the pilot's commands by simple
low-pass filters, as done in Equation (61).

The above arguments establish the frequency content of the lateral com-
mand model. An identical model was also used for the rudder channel.
This leaves two additional free parameters which must be specified --
the rms magnitudes of rudder and lateral commands. These were
selected to evoke response levels of 60 percent of the maximum capa-
bility of the airplane, both for aileron/spoiler-induced roll rate and
rudder-induced sideslip. The resulting flight-condition-dependent
magnitudes are summarized in Table XI.

OPTIMAL MODEL-FOLLOWING DESIGNS

As indicated in Section I, individual optimal model-following controllers
(based upon measurement of the full state vector, x) are required for
each of the 11 flight conditions. These provide a starting point for the
computational algorithm described in Section III and also generate
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Table XI. Command Magnitudes

Flight Lateracljl Command, Rudderc'i Command,
Condition AS R
(rad) {rad)
1 0,090 0. 140
2 0. 250 0.177
3 0.208 0.00342
4 0.420 0. 0640
5 0,197 0,262
B8 0. 300 0.00486
7 0.436 0.0151
8 0. 376 0. 196
9 0. 304 0.0156
10 0,372 0.181
11 0.380 0. 0540
o - 6 (p/GAS)SS ﬁAS max
AS (pmfﬁ AS)ss
_ (BlﬁR)ss ﬁR max
R % 0% TE 5 S
m’ R’ ss
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much problem insight regarding performance criteria, gain and perfor-
mance sensitivities, and critical flight conditions.

Optimal model-following controllers for the F4C were developed by
starting with a baseline flight condition [ FC(2)] for which an adequate
quadratic performance index and its resulting baseline control system
were determined.

This was done for handling-quality model 4 with an assumed command
bandwidth of wg = 4 rad/sec. A parametric study was then performed,
still at FC(2), to determine performance sensitivities with respect to
wg and to choose a better value. With the new wgy, optimal controllers
were computed for each of the remaining 10 flight conditions and for
handling-quality models 1 through 3, each at FC(2) and FC(3). {The
latter controllers were needed for the validation experiments.) These
steps are discussed below.

Baseline Designs at FC(2)

A quadratic performance index of the following form was assumed:

T=E1Q; -5 )" +Qyy @-F )% +Qg B -F )

(64)

2 2 12 2 2
tQu " T Qg5 & tQpg 87+ Ryyup ¥ Ryy U]

As indicated by the (~) notation, this index penalizes model-following
errors in the dutch roll plus roll subsidence components of roll rate,
yaw rate, and sideslip. In addition, small penalties are assigned to
the spiral mode of the aircraft (z) and to bending mode displacement
and rate to ensure stability. The control inputs, of course, are also
weighted. The structure of Equation (64) was suggested by results
reported in Ref. 10,

As discussed earlier, dutch roll plus roll subsidence motions of the
model are given directly by Equation (60). For the aircraft, they can
be obtained with a transformation, T, [analogous to Equation (57)],
applied to the rigid-body states, i.e.,

=T (65)

rbxrb
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where

(1 0 o ol [v.]
Y1
0 1 0 0 vz T
T, = - A
r 0 0 1 0 v
3
0 0 o of | -1]

and where v and A are right and left spiral eigenvectors of matrix Fpny,
respectively. The tr?nsformation, Tyh. is tabulated in Appendix V for
each flight condition. 14

Dutch roll and roll subsidence components are penalized most heavily in
the performance index because these are the primary contributors to
handling-quality goodness. Handling qualities depend only mildly on the
spiral component (Ref. 2). Moreover, it is physically undesirable to
model-match the spiral mode. To illustrate this, consider the special
case of an aircraft with spiral mode time constant equal to zero. Let
this aircraft enter a shallow steady turn. During initial transients, all
modes -- dutch roll, roll subgidence, and spiral -- will be active.
Dutch roll and roll subsidence will decay, however, leaving only spiral
components in the steady turn. These will be governed by the following
equation:

0=-r_+YB8_ +Y,¢ (66)!°

s B"s ¢ s

where subscripts ( )g denote spiral components. A similar expression
holds for the spiral mode of a model, i.e.,

0=-r +YBmB

s +Y¢m¢ {67)

ms ms

Clearly, a turn with zero model-following errors can be flown only if
Yp = Ypm and Y3 = Y@m. For unequal values, zero errors in one
variable must be purchased at the expense of nonzero errors in one
or both of the others, In particular, the conditions (rg - T‘ms) =0
and (05 - ¢mg) = 0 will be accompanied by nonzero sideslip errors
and by degraded turn coordination, The issue is one of hasgic
physics: The aircraft must yaw, as decreed by Newton, at the rate

14'U’sin,c:f Tpps the correspondence between the performance index (Equa-
tion (64) ] and the general index [ Equation (11)] can be readily visua-

T [
lized. The matrix Hy is (6 x 6) and equals [--r_b.:Tl , H_ is (6 x 3)
P
and equals [E] , and @ and R are diagonal.
15 PR . .
an 1’Y6AS_ YGR_ 0
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rg = Yg@g + YBBS ={g/Uy) b5 + YBBS' Either the model satisfies this
same relationship (i. e,, it is flight-condition-dependent) or we live with
poor coordination. Both are avoided with the performance index [ Equa-
tion (64)] which penalizes dutch roll plus roll subsidence errors most
heavily and adds just enough weight (Q44) on the spiral to keep it stable.
As has been pointed out in Section II, spiral stability is not required
from a handling-qualities viewpoint, It is, however, needed for our
computational procedures. Qg4 will be selected to make 1/Tg (closed
loop) positive but small.

Honeywell's doubly-iterative algorithm, DIAK (Ref. 12), for the solution
of the matrix Riccati equation, was used to minimize Equation (64) for
several choices of quadratic weights: {Qjj, i=1,2,...,6;Ryj, i=1,2%L
The controllers for each set of weights were compared both on the basis
of rms responses (using command levels of Table XI and lateral gust
levels of 6 ft/sec rms) and on the basis of rudder and lateral step
responses (using step magnitudes equal to the rms levels in Table XI).
The rms responses are direct outputs of the DIAK program, and step
responses were obtained by appending a numerical integration routine.
After only a few iterations (seven) on the weights, a suitable controller
was obtained. Results for all weights considered are summarized in
Table XII, which shows various rms levels generated when the con-
trolled aircraft is subjected to random commands and disturbances.

The corresponding rigid-body feedback gains are given in Table XIII. 18

The first few runs in Table XII indicate that any desired level of model-
following performance can be achieved by lowering the weights on con-
trol (R11, Rp9) sufficiently, This is accompanied by higher bending
mode deflections and rates, higher actuator deflections and rates, and
higher control gains. The bending mode positions and rates developed
during any of the runs are hardly signilfjf,ant ~= 0z = 0.079 yields an rms
deflection at the wing tip of 0.54 inch. Actuator rates, on the other
hand, are very significant when compared with the actuator limits
gpecified earlier in Section IV. Conseqguently, lower limits on control
weights are determined by the capabilities of the F4's actuators,

The rms actuator rates shown in Table XII do not themselves serve to
constrain R11 and R99 because they exceed actuator rate limits for all
runs (even run 1, which exhibits poor model-following performance),
This is due to the wideband command model (v, = 4) used for the base-
line design, As shown later, lower bandwidths produce lower rates.
Instead of rms actuator rates, therefore, step responses were used to
constrain the weights., Responses were computed for step magnitudes
equal to the 60 percent max levels of Table XI, with position and rate

16

There are a total of 40 gains for each controller, i.e., 20th-order
dynamics with two control inputs. For brevity, only the rigid-body
feedbacks are shown in Table XIII.

1,?This is based on the flexure model of Appendix Il and is subject to
all assumptions used there.

61



9% ¥ 66 °T ¥65 0 P9T1°0 | 186°0 WL ol gty |t1600°0 | ¥EBO O ££50 "0 ¥e'o 6%1 "0 L£8°0 ssuodsss Wy
--- - 01 0t 100 L0 10070 0 00T --- 0°1 --- 001 --- H'D
L
225 00°2 91% "0 8LT 0 PIC1 BELO 0| 9%"F {S¥900°0 €980 °0 | 91900 01E"0 12170 95870 aguodsad SIWYH
--- --- S0 (1] 10 "0 1°0| 1000 000t --- 01 - 001 --- 40
9
8T G 6% 2 LIb'0 LBT "0 ST 1 PLOO| SF°F [PLI00 0 [880°0 | 26500 11870 22170 9680 asuodsaad gWH
.- --- S0 g0 10°0 10| 1000 | 0000t - 0°1 --- 001 --- B
g
868’9 g% g S¥ D 0z 0 PRI 6L070{ 8c°¥ | 1100°C | ¥880°0 650 "0 SI£°0 ¥80 "0 9.8 °0 aguodsal gy
aue --- 1°0 1°0 10°0 1°0{ 100°0 | 0°000T - o1 --- 0°0T1 --- Hb
1 4
49 L'g SF 0 12°0 P 600 6% | cg000 880 "0 196 0 zZg'o £80 0 880 asuodses gy
--- - 10 1°0 1070 10| 10070 0001 - 0°L --- 001 --- b v
g
%% or 1 28¢°0 og10 | L9860 g90 0| 9£°% | L8E0O D ZL0°0 160 "0 6Z°0 8¥1 0 0%8 0 asucdsal gy
--- --- 01 0°1 10°0 T°0f 1000 0ot --- 0°1 -—- 001 - a0
4
Loz SRE'D L9Z 0 §¢00 | €6% 0 1080 '0| #9°¢ 2900 | ss¥0 0 S¥1°0 2z LZE0 7890 asucdsas gy
- 001 001 1070 1°0[t00°0 001 --- 01 --= 001 --- d
_—_ — g2y :m mw@ mm@ Yoy £Ep _——— NNG —— [R5 H. R 1
e
(das pra) | {098 fpri) (pea) {pex} .._ﬂ
AL o S¥y e 5 5 2 E::w.: {pea) A”m\vm& (0as Jpea) Aw.wm fped) (098 fpra) -oN uny
211 XN ¥ZS 0 £92 0 4 g-d ] -3 Z d-4 d
mﬂs._d uclloariad - -

gosuodsay SINY pue sySiom
O1jeapend) ufisa( 2UIESEY J0] SUOIYeID)]

"IIX 919EL

62



Table XIII. Rigid-Body Feedback Gains for Baseline
Design Iterations

To Rudder To Lateral
Eo K1 K2 K13 Kig K21 Koz Kas Kog
(p) (r} (B} (9) {p) (r) (/) (2}
1 -0. 0841 0.629 -0.217 | -0.0371 | -0.708 -0. 367 1.18 | -0.000129
2 -0.575 1.38 -0.862 | -0.0878 | -2.80 -0. 687 3.32 | -0.0263
3 -2.37 6.08 -24.9 -0.310 | -8.63 -2. 50 9.83 | -0.0776
4 -1.78 12.0 ~90. 7 -0.407 | -8.76 -3.70 21.7¢ | -0.053
5 -0. 534 7. 08 -39.4 -0.280 | -3.81 -1.67 B.54 | -0,014
6 -0.773 3.45 -10. 2 -0.178 | -3.77 -1.19 519 | -0.0294
7 -0.474 2.69 -6.72 | -0.142 |-2.61 -0. 894 410 | -0.0174

limits of actuators included, Qualitatively, these responses behave
essentially linearly for large control weights and exhibit steady-state
rate-limit oscillations when the weights are too small, In the transi-
tion, they hit the limits for a cycle or two and then decay quickly
foward a stable sclution,

Normally, Ry; and Rgy would be adjusted somewhere below the transi-
tion range to ensure against oscillations, and we would live with the
required performance sacrifices at lower command levels. In this
program, however, the criteria validation objective makes good model-
following performance imperative, particularly at low commands. For
this reason, baseline values for Rq1 gnd Rgo (run 7) were advanced
somewhat into the transition range. 18 The resulting transient
responses are shown in Figures 22 and 23 for 60 percent max com-
mands and in Figures 24 and 25 for low-level 6 percent max commands.
Some observations about these responses are given below:

1} For small commands, the controller has excellent modal
characteristics (frequency, damping, time constants)
when compared with the model's modes.

2) DC model-following errors are significant but tolerable.
Sideslip errors to the 60 percent max lateral commands,
for example, are large percentagewise but amount to only
0.4 deg.

187his runs the risk of rate-limit oscillations during the validation
experiments. These did in fact occur on a few trials both in Minne-
apolis and at WPAFB after large sharp pilot rudder commands. The
problem can be "fixed" by magnitude and rate-limiting the sum of all
feedforward commands. It can be solved by readjustments of R.
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3) The F4 can barely follow model roll rate responses for
large lateral commands. Heavy saturation of the lateral
rate limit is required. At the same time, rate limiting
of the rudder actuator prevents proper coordination of side-
slip, so a large momentary sideslip spike (1.4 deg peak)
occurs.

Command Bandwidth Study

Using the quadratic weights from run 7 at FC(2), several additional runs
were made with different command bandwidths but identical rms com-
mand levels. Results of these runs are recorded in Figures 26, 27, and
28 and in Table XIV, Recall from Section III that the command model
affects only the command feedforward gains of the controller, so each
data point on these curves represents a controller with different com-
mand feedforwards but with identical feedback gains and feedforward
gains from the model.

The curves depict two kinds of performance variables -- normalized
rms responses to random commands, and steady-state errors to step
commands. The rms responses are shown in Figures 26 and 27. These
say, in effect, that the aircraft performs well when forced at low fre-
quencies and poorly when forced at high frequencies, with one notable
exception -- roll rate performance, which also deteriorates at very low
frequencies due to the response decay (in p) produced by a slightly stable
spiral mode. The same effect is evident in the steady-state error
curves of Figure 28 Lexcept for yaw rate error, which is not very
critical (Ref. 10)].

The command feedforward gains which correspond to Figures 26, 27,
and 28 are given in Table XIV. These gains show a marked decrease
at high frequencies, with some peaking of the lateral feedforwards in
the frequency range of best roll rate performance.

The dividing line between low frequencies (good performance) and high
frequencies (poor performance) falls somewhere around 1 to 2 rad/sec,
which is, not surprisingly, very close to the bandwidth of the uncon-
trolled airframe (wg = 2.46, 1/Tg = 1. 91 from Table VIII). From an
error standpoint, then, the free~aircraft bandwidth forms a reasonable
candidate for wg.

Following these results and using wg and 1/Tg data for the F4C

{Table VIII), a command bandwidth of 1 rad/sec was selected and used
in all subsequent controller designs.

Other Optiimal Controllers

Optimal model-following controllers were computed for all of the
remaining flight conditions and for handling-quality models 1, 2, and 3
at FC(2) and FC(3). Initially, these computations were based on the
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Table XIV. Command Feedforward Gains as a Function

of wp [FC(2), Q, R from Run 7]

0, 004 1,22 -0,170

0,04 M1,20 0. ozztj

0,611 4,35

0.4 [1.18

1,15 0. 187
0.507

4,0 [0.926 0,321
0,438 4,00

40,0 [0, 207 a.200

0,124
b

400,90 0,0%18 0,0214
[ 0.0117  0.105

a(](u} 11 ° Rudder command (u{nR] to rudder servo (upR)
(Ku) gy = Lateral command (umAS) to lateral serve (upAS)
(Ku) 12 =

tou

YmAs pR

(Ku) 21 * YmR to upAS
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same quadratic weights used for the baseline design. The weights
proved unacceptable, however, at some flight conditions. At low
dynamic pressure (flight conditions 5, 8, and 10), the optimal con-
trollers exhibited rate-limit oscillations upon application of 60 percent
max magnitude stick and/or pedal step commands., As discussed
earlier, this problem can be eliminated by increasing the control weights
Ry and Rgg. In supersonic flight (flight conditions 3, 6, 7, and 9), the
baseline weights produced excessive model-following errors in sideslip,
Performance was improved by decreasing Ry; and Rpp. Note, however,
that the aircraft has very little rudder authority in supersonic flight
(Table IX), so model-following errors in sideslip-due-to-rudder can
really be improved only for very low level commands, For larger
commands, the side?lip response saturates, with no other ill-effects
(see figures below), 9

The final quadratic weights used for each flight condition are sum-
marized in Table XV, and step responses for the resulting optimal con-
trollers {model 4) are shown in Figures 29 to 39, The traces for models
1, 2, and 3 are given in Figures 40 to 45. For flight conditions 2 through
11, these responses were obtained on the six-degree-of-freedom Minne-
apolis simulation described in Section V., This simulation lacked

flaps, however, so the power approach responses (flight condition 1)
were obtained by numerical integration., Qualitatively, Figures 29
through 45 indicate excellent model-following performance throughout

the flight envelope. A more detailed look at performance and particularly
at the variations of performance and controller gaing over the flight
envelope is given below.

Table XV. Quadratic Weights for All Flight Conditions

Flight Quadratic Weights gz;::;g;
Conaition Q, ] sz] Q3 ﬁu Jﬁs I s Ry Ryz
F T — T ——r— —=
1 10 1 100 0. ¢01 0,1 0,01 1.0 1
2 10 1 100 0,001 0,1 0,01 1.0 1
3 10 1 100 0, 001 0.1 0,01 0.1 1
4 10 1 100 0, 001 0,1 0,01 2.0 1
5 10 1 100 0. 001 0.1 0.01 5.0 2
[ 10 1 100 0. 001 0,1 0,01 0.1 1
7 10 1 100 0,001 0,1 0.01 0.5 1
8 10 1 100 0. 001 0.1 0,01 2.0 1
9 10 1 100 0, 001 0.1 0,01 0.2 1
10 10 1 100 0, 001 0.1 0,01 5,0 2
11 10 1 100 0,001 | 0,1 0,01 2.0 1

19This suggests that the lateral acceleration response may be more
appropriate for model-following at these speeds.
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Performance Sensitivity

By performance sensitivity we mean variations (or differences) in rms
performance achieved by optimal model-following controllers at their
respective flight conditions. These variations are shown in Figures 46,
47, and 48, which plot various performance variables of the model 4
controllers (Figures 29 through 39) on the Mach-altitude plane.

Figure 46 shows rms model-following errors for 0.,1-rad rms rudder
commands applied identically to each flight condition (no gusts and no
lateral commands). Three normalized error variables are shown:

1) Normalized rms roll rate error (Figure 46a)

VE® - 5%/, 2 (68)

2) Normalized rms yaw rate error (Figure 46b)

%tr- ¥ )2 /EE ? (69)

3) Normalized rms sideslip error (Figure 46¢)

> 2,05 2
Ve - B eE (70)

The same measures are shown for 0.1-rad rms lateral commands in
Figure 47 and for 6-ft/sec rms gust inputs Q;’l].)é in Flgure 48. (The
gust responses are not normalized, since EB F‘rm Epm = 0.)

Performance is seen to be quite uniform over the flight envelope, with
a little degradation in roll rate response to rudder at the low-q flight
conditions 1 and 5, and in yaw rate and sideslip response to lateral,
flight conditions 1, 5, and 9. Note that the normalized error values in
these latter responses are quite high because of the very low model

responses [ M’E’r"n._l2 = 0.0053 rad/sec and \/Egm = 0. 000886 rad]to a0.1-

rad rms lateral command. So, while the errors are large percentage-
wise, they are quite tolerable.

Gain Sensitivity

Similar Mach-altifude plots can be constructed for all of the feedback
and feedforward gains of the optimal controllers. This amounts to 40
separate plots, however, which would be too much data for easy
assimilation. Instead, Table XVI was constructed which gives average
values and maximum/minimum values for each gain. With this table,
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Figure 48.
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Table XVI.

Gain Summary

Average Value

Minimum | Maximum .
Gain Over All Flight Negligible| Constant| Variable
Controllers Value Value
Yor
pte J P -1.325 -4, 6874 0.316 X
Y5 -2, 404 -2, B8Y -1.816 X
upR
rto 3.086 1,550 5. 090 X
Uoag -0, 948 -1.668 -0. 399 X
u
gt | PR -3.415 -8.445 8,717 X
Uoas 3.508 1. 877 5,892 X
YoR
¢to { P -0. 144 -0.548 -0,054 X
ag -0.010 -0, 094 0.003 X
upR
I to 0.D12 -0. 004 0,056 X
u, AS 1.924 1,088 2.180 X
. u R’
gto { T -0, D02 -0, 0048 -0.000 X
Uoas 0.D015 0,010 0.020 X
YR
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it is relatively easy to locate negligible gains, gains which are (more or
less) constant over the flight envelope, and gains which vary significantly.
These assessments are indicated in the table, Some of the assessments
made in the table are quite bold. Gains are thrown out if they are much
below 0.25 and are called constant if Kiyax/Kmip < 10. Our goal is a
first-cut look at sensitivity.

From Table XVI, there remain only a few gains with significant varia-
tions over the flight envelope:

Roll rate-to-rudder servo

Sideslip-to-rudder servo

Lateral actuator position-to-rudder servo

Model roll rate-to-rudder servo

Model sideslip-to-rudder servo

Rudder command-to-lateral servo

Lateral command-to-rudder servo

From this we draw the obvious conclusion that the rudder channel
shows the greatest gain sensitivity over the flight envelope and that, if
gain scheduling were to be required, it would be here. It is important
to note, however, that the gain variations are not so severe as to pre-
clude a practical fixed-gain design.

Mach-altitude plots of the remaining variable gains are given in Figure
49, The trend emerging from these curves is simple -- the gains are
high in absolute value for high-q flight conditions and low for low-q flight
conditions. This corresponds closely to the inverse trend exhibited by
the rudder flexibility factor, Kf, and by the rudder sensitivity coeffi-
cients, NgR and Ligag (see Table VII).

PRACTICAL CONTROLLER DESIGNS

Using the optimal model-following controllers described above as a
starting point, a practical fixed-gain control system was designed to
follow model 4 over all flight conditions. The computational algorithm
of Section TII was used to carry out the design calculation. The algo-
rithm was programmed and first debugged and tested on several single
flight condition cases (p = 1). Five critical flight conditions were then
selected. The practical controller was designed for these (p = 5) and
checked against the remaining conditions.

The computational algorithm proved fully successful for all single-

flight-condition cases, generating a practical controller in approxi-
mately 20 minutes of H-1800 computing time. {(On current machines,
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{c) LATERAL ACTUATOR POSITION TO RUDDER
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this means two minutes). For the five-flight-conditions case, more
computer time (160 H-1800 minutes) and some human assistance were
required to obtain a successful design. The details are discussed below.

Single~Flight-Condition Cases

Five different combinations of sensed signals were used to debug the
algorithm and to investigate practical control at the baseline flight
condition, FC(2). Signals were selected by constraining the structure
of the controller gain matrix, as shown in Figures 50 and 51. Fig-
ure 50 shows the total permitted gain structure of practical controllers
for the assumed complement of measured signals given by Equation (47).
{In terms of Section III notation, this equals [(K1{}) + K31 M + \K2,

X\ = 0.} Each (x) denotes a possible gain feeding some sensed signal to
one of the two servo inputs. In contrast, Figure 51 shows five con-
strained versions of the same matrix. Each (x) here denotes a gain to
be retained (Kl), with all blanks indicating prespecified zeros (K3) in
the final practical gain matrix.

As an example, consider the structure for controller PC1., This feeds
measured yaw rate, lateral accelerometer, and rudder command to the
rudder servo and measured roll rate, bank angle, and lateral command
to the lateral servo. No flexure, actuator, servo, or model states are
used. The optimum performance achieved with this constrained gain
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configuration is summarized in Table XVII, which compares several
performance variables with the optimal baseline design. The degree of
deterioration is self-evident -- 63 percent for the quadratic cost, 73
percent for rms roll rate error, 48 percent for yaw rate error, and 280
percent for sideslip error.

Additional gain configurations were generated by adding other signals
to the PC1 complement. First, model feedforwards were added (PC2)
which yielded large improvements. Quadratic cost deterioration was
reduced to 29 percent, roll rate error to 44 percent, yaw rate error to
zero, and sideslip error to 73 percent. More rigid-body feedbacks
were then added -- measured roll rate-to-rudder (PC3), bank angle-to-
rudder (PC4), and measured yaw rate plus lateral accelerometer-to-
lateral (PC5). Each addition provides some improvement in the total
quadratic cost but trades improvements in one model-following error
against small deteriorations of another. For this reason, the PC2
configuration was selected as the first candidate for multiple-flight-
condition practical controller designs.

A typical lambda-history of the quadratic cost for the computation of a
practical controller is shown in Figure 52. This shows the computa-
tional algorithm starting at A = 1 with the optimal control (J* = 0, 656)
and integrating backwards toward A = 0. The integration uses a step
size of AN = -0.2 which is successful down to X = 0.2, where the step
size is halved by an automatic provision in the algorithm. This provi-
sion reduces the step size whenever two corrector steps are required

Table XVII. RMS Performance of Single-Flight-Condition
Practical Controllers for Flight Condition 21

Quadratic BEMS Performance
Controlier Cost ~ .~ o 5
) p P - Py r F-r B B - ﬂm z g E

Baseline 0.656 Q, 837 0. 1493 0,304 0. 0633 0, 0844 0.00811 4, 36 0.0%01 @, 981

PCl 1.07 0, 257 0.0930 0.0350 3,56 0.0639 0. 680
P2 0, 847 ¢, 213 0.08621 0.0158 4,26 0. 0707 Q.714
PC3 0.836 9. 204 0.0713 00,0181 4,34 0. 07086 Q, 731

PC4 0.788 0,158 9.0749 0.0148 4,131 ~ 0707 0.720

PC5 0.680 0. 155 Q. 0643 0, 0156 4,38 0.0700 0, 958

*Cumputed for wg = 4.0, to provide direct comparison with the baseline deaign.
The commands were simultaneous rudder and lateral, with rms levels given
in Tahle X1,
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3

to satisfy the corrector convergence test, l-—-i[|< €, shown in the flow
oK

diagram, Figure 8. Various other kinds of deescalation/escalation

schemes could, of course, also be used. The value, e, for the cor-
rector convergence test was set at 0.1 J(}\).

Multiple-Flight-Condition Cases

Round One -- Following these single-flight-condition designs, a fixed-
gain controller, PC6, was computed for five flight conditions considered
simultaneously. The chosen flight conditions were 1, 3, 4, 5, and 9,
which span the range of dynamic pressure, Mach, and altitude. The
constrained gain structure was that of PC2, Figure 51, the command
bandwidth was w, = 1.0, and the quadratic performance index was

7= Z E 5 I (70)

where J*(i) denotes the optimal quadratic cost at the ith flight condition,
The values of J*(i) are shown in Figure 53 at A =1, [Note that we are
now reintroducing the flight condition dependence (i) of the mathematical
model and of all performance variables, This was dropped earlier in
Section IV for notational convenience. ]
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The computations associated with this multiple-flight-condition design
consumed 160 minutes of H-1800 time. The optimal cost surface J(K)
proved to be exceedingly complex, forcing the predictor-corrector algo-
rithm to snake its way through narrow ''trenches' leading away from the
global optimum. The cost surface had to be scaled and the integration
step size reduced twice before the final answer was obtained. A sum-
mary of the solution process is given by the lambda~histories of the
J(i)'s shown in Figure 53. The initial integration step size was again

AN = -0,2 which worked well down to X = 0.4. Here it was halved, and
halved again at A = 0.2 by the automatic step size adjustment provision.
We stopped comput%tions at two points to study the matrix of second
partial derivates (9 I/ (AK13K1T), At the first point, X = 1, this matrix
exhibited an eigenvalue spread of 2090 to 0.011. Intuitively this means
that the performance surface in Kl-space consists of very narrow hyper-
dimensional "trenches.'' The eigenvalue spread was reduced to about
103 to 1 by reducing the accelerometer sensitivity by the factor 1/100,
This requires a larger accelerometer feedback gain and thus effectively
scales the cost surface. The matrix of second partials was also checked
at A = 0.2. Here its eigenvalues ranged from -2.2 to 278. The nega-
tive value indicates that we are no longer at a unique minimum but have
passed an inflection point somewhere along the way. It also means that
the cost surface is not likely to be locally quadratic {in K*), so the use
of Newton-Raphson corrector steps is no longer justified. The compu-
tations were therefore continued with predictor steps only. Because of
the behavior of (321)/(3K!3K1T), however, the global optimality (in K1
space) of our final answer is suspect.

The gains obtained at A = 0 are given below:

p r a @ X u

se se m m
I [
upR 0 0.170 0.00872 0O j-0.0603 0.202 -1.50 j1.61 O
' I
u -1.50 0 0 -0.02361 1,15 -0.310 0.507)0 1.89
pAS L L

Performance over all 11 flight conditions is summarized in Figures 54
and 55. These figures show the same Mach-altitude plots used previously
and can be directly compared with the optimal controller performance
plots of Figures 46 and 47.

Such comparisons show, first of all, more performance variation over
the flight envelope. But this is to be expected. What is more important
is that we see some very significant performance deteriorations. Look-
ing at maximum deteriorations over all flight conditions, for example,
the ratios

Max. { rms error of PC6 }
FC(i)i=1, ,.. 11 \rms error of optimal controller

come out as indicated in Table XVIII.
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Table XVIII. Maximum Deterioration Ratios, PC6

Roll Yaw . .
Command Rate Rate Sﬁiisolrl_p
Error Error
Rudder 15 5 20
Lateral 2 8 24

This table must be interpreted in the light of the kinds of responses
being commanded. For rudder responses, we are commanding side-
slip, so an error deterioration of 20-to-1 looks bad. For lateral
responses, on the other hand, we are commanding roll rate for which
the 2-to-1 deterioration looks reasonably good. Roll and yaw rate
response tQ rudder and sideslip and yaw rate response to lateral are
extraneou responses which are small for the optimal controllers
and so could still be tolerable even at a 15-to-1 or 24-to-1 error in-
crease over the optimal. These interpretations are examined on some
selected PC6 step responses in Figures 56, 57, and 58, which show
that roll rate responses to lateral are indeed good, sideslip responses
to rudder are not acceptable, and sideslip responses due to lateral
would be acceptable if their oscillations were better damped. The
step responses also show something which rms performance numbers
cannot -- performance is poor (particularly in responses to rudder)
because of inadequate damping of the aircraft's own dutch roll mode
(also evident from the low yaw rate-to-rudder gain). This makes the
controller unacceptable.

At the time of design, reasons for the failure of PC6 to damp dutch roll
were not self-evident. Moreover, a practical controller was needed in
short order to begin the validation experiments. Therefore, all further
investigations of PC6 were temporarily set aside and an interim prac-
tical controller (PC7) was developed according to the rationale dis-
cussed below.

Round Two -- By studying the characteristics of the quadratic optimal
controllers and the various practical designs, it became evident that
good model-following performance was associated, in all cases, with
closed-loop aircraft roots which are far removed from the origin of

the complex plane (relative to the model roots) and which are well
damped. This fact is illustrated in Figure 59, which shows roots of the
optimally-controlled aircraft for the entire flight envelope. The

20H‘,ecall that the rms errors involve dutch roll plus roll subsidence
components only, no spiral.

21 :
Not shown are servo, accelerometer, and bending mode roots.
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implication is that exact root locations are not at all critical to model-
following performance. Only relative distance is important.

Proceeding on this premise, a set of fixed-feedback gains was deter-
mined (using the flight-condition-dependent optimal gains and some
trial-and-error} which moves all poles at all flight conditions relatively
far into the left-hand plane. The results are shown in Figure 60. They
fall short of the quadratic controllers {particularly at low dynamic pres-
sure), but the overall effect is good. These feedback gains were then
assigned to the prespecified gain matrix, K3, in the computational
algorithm, leaving only command and model feed forwards for Kl. The
resulting gain structure is shown in Figure 6la. The algorithm was
used as usual to compute the remaining feedforwards K!. The same
five flight conditions and the same performance index was used. Com-
pared with the previous design, the computations were trivial -- one
hour of H-1800 time on a smooth cost surface.

The final gains of PC7 are given in Figure 61b. Its rms performance
for all 11 flight conditions is shown on the Mach-altitude plots of Fig-
ures 62 and 63, and step response traces are provided in Figures 64
through 74.

The rms performance of PC7 can again be summarized by looking at
maximum values of the ratio (rms error with PC7)/{(rms error with
optimal controllers) over the flight envelope. This gives the data shown
in Table XIX.

Table XIX. Maximum Deterioration Ratios, PC7

Roll Yaw . .
Command Rate Rate SgdeShp
rror
Error Error
Rudder 16 3 7
Lateral 2 6 106

Sideslip response to rudder shows clear improvement over PC6, roll
rate response to lateral commands is about the same, and the remaining
responses are mixed, with sideslip error due to lateral command show-
ing another big increase. (The 106 occurs at flight condition 2.
Excluding it, we would get a lesser maximum deterioration of 35-to-1
for flight condition 4.)

The transient responses verify improvements in sideslip due to rudder
and show that sideslip due to lateral is reasonable even at the low-q
flight conditions {1, 2, and 5), where it is large but nonoscillatory and
should be easy to coordinate, Regarding coordination, qualitative evalu-
ation flights with PC7 (Appendix V) have shown that "bottom rudder"
(right rudder command on a turn to the right) is required to null lateral
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acceleration at low dynamic pressure, and ''top rudder’ (left rudder com-
mand on a right turn) is required at high dynamic pressure. This sign
reversal corresponds to the sign reversal of sideslip in the step response
traces of Figures 64 through 74 (i.e,, compare the low-q flight condi-
tions 1, 2, 5, 8, and 10 with the high-q conditions 3, 4, 6, 7, 9, and

11). The reversal is caused by the controller's feedforward terms.
These represent a compromise between the large rudder inputs required
to coordinate at low-q and small rudder inputs required at high-q. The
compromise does too little at one end and too much on the other, so the
pilot must compensate, This problem would not exist with a gain-
scheduled controller. It has caused no difficulties, however, in our
simulation experiments,

The step response traces also show that no adverse yaw problem exists
except at power approach, FC(1), There are other difficulties at this
flight condition. The controlled aircraft has an overly stable spiral and
tends to build up large sideslip angles if not coordinated. More work
should therefore be done for power approach. However, because neither
the simulation in Minneapolis nor at WPAFB included power approach
aerodynamics, the PC7 controller was modified no further and flown in
its present form,

Qualitative evaluation flights with PC7 are given in Appendix V, which
shows traces for piloted S-turns, hardover-rudder and one-engine-out
conditions, and flight in a 6-ft/sec lateral gust environment. Responses
of the controlled aircraft with an outer bank angle hold loop, and sample
traces from the formal validation trials are also shown.

Hindsights and Interpretationg

Both PC6 and PC7 are legitimate products of the design procedure des-
cribed in this report, so the fact that one is acceptable while the other
ig not demands some reconciliation.

On the surface the problem is simple. The optimal cost, J [Equation
(71)], achieved by PC6 and PC7 are Jpcg = 9.3 and Jpc7 = 12.6 (the
optimal controllers achieve J = 5), yet PC7 is preferred over PC8.

So the performance index must not reflect our true notions of goodness.
Thig is not very helpful, especially since it means that performance
indices which are perfectly adequate for optimal (full-state feedback)
controllers are not adequate for practical (limited-state feedback) con-
trollers. A more detailed answer is needed.

One clue to the details is provided by Tables XVIII and XIX, which con-
trast the performance deterioration ratios of PC6 and PC7. We see
that PC7 essentially trades off sideslip error to lateral commands
against sideslip error to rudder commands. That this is a physically
meaningful tradeoff is easy to see. In order to get low sideslip errors
to rudder commands we must damp the dutch roll, i.e., sensed yaw
rate-to-rudder feedback with positive sign. The yaw rate gyro, how-
ever, picks up roll rate at high angles of attack (flight conditions 1, 2,
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5, 8, and 10). This means that in a rolling maneuver (i, e., response
to lateral commands) the rudder will deflect trailing-edge-left for posi-
tive rolls and trailing-edge-right for negative rolls, thus building up
large sideslip errors, A glance at Figure 63c and at the transient
responses shows this effect,

The difficulty, then, is that the optimization problem is structured to
reach an unacceptable tradeoff. The tradeoff involves sideslip against
sideslip, however, so the problem is not one of improper choice of
quadratic weights. Rather, it involves improper choice of command
magnitudes. To illustrate this, note that for statistically independent
rudder commands, lateral commands, and gusts the cost J(i} at any
flight condition can be written as

2 9 2
Rud °r * Trat %as’ Jaust "vg (72)

Jl) =J

where JRuds Jiat. and Jgyugt can be computed by evaluating J{i) using
rudder only, lateral only, or gust only inputs, respectively. Such a
computation is carried out in Table XX for the optimal controller, for
PC6, and for PC7, all at flight condition 2. We see that Jg,g dominates
for PC8 and Ji,5t dominates for PC7. Moreover, in each case the
dominating term does so on the strength of the sideslip error component.

Table XX. Breakdown of Quadratic Cost Components
for Flight Condition 2

0.1-Rad RMS 0.1-Rad RMS

Caost Components Lateral Command Rudder Command
OPT PCE PCY QPT PCE PC7
10E{p - Em)2 0, 0112 0.0314 0. 0327 . 0po2 0.0395 a, 0222
E(?-'Fm)z 0, G001 0.0015 0. 0019 0.0013 0.0195 0. 0029
100E6 - B_)? 0.0000 | 0.0130 | o.4200 |o.0010 {0.3150 [ o0.0350
0. 001E (z)° 0.0130 0. 0144 0.0187 0. 0601 0. 0001 0, 0000
0. 1E (&) 0, 0000 Q, 0000 0. 0002 0, 0000 0.0001 0. G008
0. 01E {2 0. 0005 0. 0002 0, 0002 0. 0000 0. 0000 0. 0060
E{upR)2 0. 0005 0. DO0B 0, 0162 0. 0086 0. 0085 0, D059
E(upAS)z 0, 0250 0. 0248 ¢. 0349 0. 0032 0, 0084 0. 0025
Total 0.0543 0, 0861 0.5249 0. 0144 0, 3921 0.0685

Tpat TRud
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This means that the sideslip error tradeoff can be effectively controlled
by adjusting command variances during design -- should be increased
when JRud becomes too large and, conversely, Uis gshould be increased
when J1,at becomes too large. Unfortunately, the optimal solution pro-
vides little help in determining values for the variances. For it, the
values of JRud, JLat. and JGust are all individually minimized. (Opti-
mal controllers are optimal for any combination of 0%‘, g 9% .) So

g

the tradeoff must be controlled by carrying out several practical con-
troller solutions iteratively, or perhaps by extending the algorithm of
Section III to permit adjustments of command variances (and/or quad-
ratic weights) as lambda integrates toward zero and the nature of the

tradeoff evolves., This is a fruitful area of further research.
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SECTION V
VALIDATION METHOD

The design criteria of Section II and the controllers developed in Sec-
tions III and IV were validated with a formal program of piloted experi-
ments.. The rationale for these validations, the experimental design,
procedures, and equipment setup are discussed in this section., The
investigation was initially conducted at Honeywell-Minneapolis and later
completely replicated at WPAFB. The procedure description contains

a general discussion of both simulations, and unique aspects of each are
highlighted. Specific details of the experimental procedure can be found
in Appendixes VI through XI.

INTRODUCTION
The objectives of the experimental program were threefold:

1) To validate handling-quality design criteria used in the
design phase of the program

2) To evaluate the resulting practical lateral-directional con-
trol system using pilot performance measurement and
rating scale values

3) To cross-validate pilot opinion measures with performance
measures.

A basic premise underlying the validation program is that neither rating
data nor performance data alone can provide adequate evaluations of the
"quality'' of a controller/vehicle configuration. Simply stated, pilot
ratings tell us how a pilot feels about flying a system, while perfor-
mance data tell us how well he can satisfy mission requirements with
the system. Both pieces of information are important for evaluation. It
is reasonable to expect, of course, that the two measures are interrelated.
It is the intent of the third objective to explore this relationship and to
add to its data base. Accordingly, the validation program was designed
to collect both kinds of data in a form which can be statistically analyzed
and interpreted.

THE EXPERIMENTAL DESIGN
A 2 x 5 x 3 mixed-design analysis of variance (Ref. 24) was used to com-
bine factorially five systems and two flight conditions (see Figure 75).

Three pilot subjects performed under each of the resulting 10 experi-
mental conditions,

123



SYSTEM 1 //
SYSTEM 2 //
SYSTEM 3 //
SYSTEM 4 /%
T <5
¢
M o
SYSTE 5 T o®

HIGH LOW
SPEED SPEED

Figure 75. Experimental Design

In the case of performance data, 10 trials were flown in each cell, where
a trial was defined as a single flight profile three minutes long. The
order of presentation of conditions was randomized to minimize order
effects across subjects. The randomization procedure for both the
WPAFB and Minneapolis simulations is described in Appendix VIL

In the case of pilot rating data, only two trials were flown in each cell,

and the definition of a trial was altered somewhat, as discussed under
"Validation Procedure' later in this section.

Independent Variables

The following fixed variables were of interest; (1) system type, and
(2) flight condition.

Five different systems were evaluated, each consisting of an F4C air-
craft with a particular lateral-directional controller. The controller
for systems 1, 2, 3 and 4 was a quadratic-optimal, flight-condition-
dependent, model-following controller designed to follow handling-quality
models 1, 2, 3, and 4, respectively. As developed in Section II, these
models are |plr'edicted to exhibit an ascending order of handling-quality
"goodness. " That is, model 1 has poor predicted handling qualities;
model 2 is predicted to be fair; model 3 is predicted to be good; and
model 4 is predicted to be excellent. It was anticipated that systems 1,

124



2, 3, and 4 would exhibit a consonant ranking, and, in fact, if they did,
the design criteria would be validated (the first validation objective).

The controller of system 5 was a practical model-following controller
(PC7 of Section IV) which was designed to follow handling-quality model 4
but involved only practical feedback signals and fixed gains, We did not
predict a performance or rating measurement for this system. How-
ever, since the four optimal systems were selected along a continuum

of "goodness, " the data of this experiment would locate the practical
system along the same continuum and thus serve to evaluate the practi-
cal controller (the second validation objective).

Identical pitch-axis controllers were used for each system.

The second independent variable was flight condition, The nature of the
validation and the piloting task itself required that we sample as broad
a range of flight conditions as possible. It should be noted, however,
that the factorial character of the experimental design significantly in-
creases the number of observations for any single addition of levels of
independent variables. Accordingly, only two flight conditions -- low-
speed (Mach 0. 5; 328 kt) and high-speed (Mach 1.2; 787 kt) -- were
selected as representative points of the speed range of the F4 vehicle,

This combination of five systems and two flight conditions formed the

fixed-variable design of the study. The three subjects were treated as
random variables.

Dependent Variables

For each performance data trial, the following variables were recorded
on magnetic tape, at the rate of three sample points per second:

1) Altitude error (Eh)

2) Velocity error (EV) See discussion on task, below.
3) Lateral error (Ey)

4) Bank angle (9¢)

5) Sideslip (8)

6) Pilot aileron stick command (8p, o)

7} Pilot rudder command (6PR)
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Several summary scores were also computed on-line and displayed to
the experimenter at the end of each trial. These scores were:

1) Single-axis rms errors:

N
N 2
a) Ky ‘\/ﬁ ZEh {t;)
i=1

N
- _ -1— 2
c) Ey _A\/N Z Ey (ti)

where N is the total number of samples for each trial (N=540).

2}  Multiaxis rms errors:

a} Three-axis error =\/Eh2 + I;J 2 + F:‘ 2
v ¥y

. ~ 2 - 2

b) Two-axis error = Eh + E.'Y

For pilot rating trials, the following measures were taken immediately
after each trial:

1) Cooper-Harper Ratings (Reference 39)
2) Global Ratings (Reference 40)

Voice recordings of pilot comments were collected for all rating and
performance trials,

Both performance data and rating data were formally analyzed to
evaluate the independent variables. Conclusions reached and numbers
obtained were compared'to cross-validate the two types of data (the
third validation objective).
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THE TASK
The task was selected on the basis of specific critical requirements:

1) New learning or interference from prior learning was kept
to a minimum,

2) The task included the use of full cockpit instrumentation
and controls.

3) The task provided a structure for controlling intrasubject
variability; i.e., all subjects perceived, understood, and
performed the task in a similar manner and were subject
to the same experimental controls.

The task chosen consisted of a series of 20 flight profiles, Ten pro-
files were generated for each flight condition. The profiles consisted of
twelve 15-second intervals during which constant bank angle turns or
wings-level flight. were commanded, On the average, six intervals of
any profile were wings-level flight. The commanded bank angles
ranged from 5 to 15 deg in 2. 5-deg steps. The detailed procedure used
to generate the profiles is contained in Appendix VI, along with a listing
of the high~speed and low~speed profiles used during the experiment,

All profiles were initiated at 2000 feet mean sea level and required a
2000-fpm climb to approximately 8000 feet mean sea level. The atmo-
sphere was assumed to be standard ICAQ. The climb rate was chosen
to ensure that all instruments and appropriate controls would be used
by the pilot. The trial was initiated with a 2000-fpm climb rate.

Figure 76 is a pictorial representation of a typical flight profile, The
aireraft simulation at Minneapolis was subjected to random side gusts
with 6-ft/ sec rms magnitudes and spectral content satisfying MIL-F-
8785. A series of experimenter errors contributed to a lack of gusts
in the WPAFB simulation,

The primary display of the flight path course to the pilot was the flight
director., The glide slope portion of the display (pitch command bar)
was used to display deviations from the commanded 2080-fpm climb,
while the localizer portion of the display (lateral command bar) was used
to display deviations from the commanded course centerline. The per-
ceptual motor task for the pilot was simply to detect any deviations

from pitch and lateral command bar center and to make appropriate cor-
rections {o keep the needles centered. Flight path error equations
(discussed in Appendix VI) associated with the profile generator were
used to drive the pitch and lateral error displays.
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Figure 76. Typical Flight Profile

SUBJECTS

The qualifications and experience of the subject participants are listed
in Table XXI. Subject D.S. performed at both facilities,

Table XXI. Subject Data for Pilots Who Participated
in Performance Data Sessions

. Highest
Location qu.JECt Service Age Military IFR Total Aircraft Type
Initials Hours Hours
Rank
Minneapolis R. P. Navy 20 Lt. /USN 496 1276 A4, SM3A, T34, T28,
TMI13M, Hi4, FO
D. S, TUSAF 38 Major 140 3200 RF101, Fas, T33, U3
T. H. Navy 28 Lt. /USN 165 1407 T34, T2A, TFOJ, F4B
WPAFB w.s.? USAF 36 Major 2080 3160 T34, F100, T38, T31,
B&7, F86, Fla2
R.K.2 USAF 35 Major 980 2947 T37, T34, T33, F100,
F105, F104, F4, T3Y,
T38, KC13%

BGraduates of Air Force Test Pilot School at Fdwards AFB, California

128




The two Navy pilots who participated in the Minneapolis simulation
were both employed by Northwest Orient Airlines based in the Twin
Cities., Subject D. S, is employed by Honeywell Inc, Subjects W.S. and
R.K, are current jet~rated pilots and are on active duty with the Air
Force.

Four additional Air Force pilots stationed at WPAFB participated in the
validations. They did not participate in Phase I of the experiment (see
"Validation Procedure" later in this section), but received 20 training
trials and rated the systems according to the procedure of Phase II.
Their experience and qualifications are listed in Table XXII. In later
analyses, these subjects will be treated as a separate group, since the
experimental procedures and controls do not fully apply.

Table XXII. Subject Data for Pilots who Rated
Models at WPAFB

Highest
Subject . i IFR Total ;
lnitials Sorvice Age Military Hours Hours Aircraft Type
Rank
J. 5, UBAF 33 Major 695 4250 T33, F4, FB, Fi6,
F102, T3¢
R.E.= USAT 34 Major 15 2705 F4, F100, F102, F104,
T38, T37, T33
T. H. USAF 40 i.t. Col. 00 4150 T39, F4, F10i, F102,
F 86
D, 7 USAF 3z Captain 365 2450 F105, F100, F4, KC115,
T39, F104, T33, T39,
H13

*CGraduates of Air Force Test Pilot School at Edwardas AFB, California.

Every attempt was made to schedule one data session per day per sub-
ject to reduce the effects of fatigue and boredom. However, scheduling
difficulties and technical problems resulted in some subjects partici-
pating in two data sessions in one day. No subject flew more than two
sessions in one day and on these occasions the subject was given a mini-
mum of two hours rest between sessions.

SIMULATION EQUIPMENT

The simulation arrangement for WPAFB and Minneapolis is described
in the following paragraphs., It should be pointed out that a number of
differences existed between the two simulations, most notably the old
nemesis - fixed (Minneapolis) versus moving-base (WPAFB), However,
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the data collection methods, experimental procedures and controls,
and the experimental design were, for all practical purposes, com-
parable, Seo, although we could not pool data from the two simulations,
we did not anticipate major differences in the conclusions drawn from
each.

The equipment description will be covered by facility. Figures 77 and
80 should be compared for a broad overview of the differences.

The WPAFB Simulation

For the experiments at Wright~-Patterson Air Force Base, the simula-
tion used was the Air Force Flight Dynamics Laboratory (AFFDL)
moving-base simulator. The AFFDL hybrid simulation was implemented
on an EAT 8400 digital computer with associated A/D, D/A link and four
PACE 231-R analog computers. The analog and digital computing equip-
ment was located in Building 1892, The moving-base cockpit simulator,
and motion and instrument drive equipment were located in adjacent
Building 1895. Communication between the two buildings was provided

by means of voice intercom and closed-circuit TV directed at the
instrument panel,

Figure 77 is a block diagram of the simulation. The airframe equations
of motion were provided by AFFDL as part of their overall F4 simula-
tion, Nonlinear aerodynamics were simulated with analog nonlinear
equipment, and various angular relationships such asa and 3 were
generated by analog resolvers. Position and altitude computations were
performed digitally. Honeywell supplied digital simulations of the
lateral controllers, of rudder, aileron and spoiler actuator dynamics,
and of the navigation error display dr1ves The gimulator cockpit was
a modified T37 arrangement with all "flying" being performed from the
left seat, Figure 78 shows a photograph of the cockpit and an instrument
layout.

Flight instruments consisted of an airspeed indicator, a Mach meter, an
altimeter, a sideslip indicator, a rate-of-climb indicator, an angle-of-
attack meter, a flight director, and a horizontfal situation indicator.
Engine rpm was also displayed. Navigation errors were displayed on
the lateral and pitch commmand needles of the flight director (L.ear
Siegler, Model No. 4058E). Figure 79 illustrates this display. The
pitch needle was driven directly by Ey, with 14000 feet full-scale sensi-
tivity, while the lateral needle was driven by ci tan” (cgE ). The con-
stants €1 and c9 were selected to match the pitch needle fensﬁwn:y
near E 0 and to saturate the lateral display when tan™ " (-) reaches
m/2, ’¥h15 eliminates display saturation for all finite errors., (For a
100-volt instrument, ¢ = 63.7 and cy = 0. 0004.)
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Figure 78. Cockpit of AFFDL Moving-Base Simulator
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Figure 79. Navigation Error Display, WPAFB

Table XXIII, Cockpit Control Summary --
WPAFB Simulation :

Cockpit Control Max. Deflection Sensitivity
Inches Lb Lb/Inch | Effective Gain_ |
Pitch stick
Fore 7.5 34 b
5.0
Aft 7.5 37 .

Roll stick
a
Left 9,25 20 L4 1o Bldeg/sec)
Right 6. 5% 20 : L"ghme
Rudder +3.5 +36 ~10 6.2 ﬁ.ﬂ’%ﬁ’_
1ne

BLimited by position of pilot's legs.
b

Forcefdisplacement, evaluated at 5-1b force.
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Cockpit controls included stick, rudder pedals, and two throttles. No
asymmetric thrust wag simulated, however, so the throttles commanded
a single engine, There was also a third lever on the throttle quadrant
to enahble the afterburners, Cockpit control force gradients and excur-
sions are listed in Table XXIII. Effective stick and rudder gains (deg/
sec roll rate per inch and deg sideslip per inch, respectively) were
selected by pilot/subject D.S. and remained constant throughout the
experiment. These gains were invariant with flight condition (see
Section IV), Effective pitch gains were also set by pilot D. S., but
varied with flight condition. The stick in the simulator had no notice-
able breakout forces in either roll or pitch.

The cockpit motion system provided limited three-degree-of-freedom
motion in pitch, roll, and heave. Motion limits were £7.5 deg pitch
attitude, +19 deg roll attitude, and *+5 inches in heave.

Overall pilot comment on the AFFDL simulation was complimentary.
The subject who had "flown' both the AFFDL and Minneapolis simula-
tors noted that they were similar and that both were satisfactory for the
task. The Air Force subjects who ''flew' the AFFDL simulator re=-
marked that it was quite realistic for the task.

Transient response traces of the WPAFB simulation are shown in Appen-
dix VII.

Figures 130 through 139 of Appendix VII show the lateral transient re-
sponses of the free aircraft for flight conditions 2 through 11. These
responses were obtained on the WPAFB simulation using 1, 5-deg
lateral and rudder step forcing functions. The roll rate trace for flight
condition 11 (Figure 139) is missing due to a recorder malfunction,
However, the information contained in the traces of the other states in
this figure is sufficient to validate the simulation for this flight condi-
tion.

Figures 140 through 149 of Appendix VII show the lateral transient re-
sponse of the controlled aircraft at WPAFB for flight conditions 2 and
3 with models 1 through 4 and their optimal conirollers, as well as
model 4 with the practical controller.

Minneapolis Simulation

The Honeywell simulation at Minneapolis was implemented on a 40K
memory, SDS Sigma-5 digital computer with associated A/D and D/A
links, and a PACE 231-R-5 analog computer. The fixed-base cockpit
simulator was located in an area adjacent to, but not physically visible
from, the computer control console. The test director at the computer
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control console maintained communication with the pilot subject in
the cockpit through a voice intercom.

Figure 80 is a block diagram of the Minneapolis simulation. All com-
putations, including the equations of motion, were digital, The analog
computer was used to buffer the DfA converted signals to the cockpit
and strip recorder and also to buffer and null bias the stick, pedal, and
throttle inputs from the cockpit.

The aerodynamics and the airframe equations of motion used, with cer-
tain modifications, were standard nonlinear six-degree-of-freedom

equations and are described, except for the modifications, in Technical
Report AFFDL-TR-70-48 (Ref. 34). The principal modifications were:

1) Replacement of the pitch aerodynamic moment equation by a
constant-gain model which made the pitch axis appear as if
it were being controlled by a C* controller (Ref, 41).

2) Modification of the lift equations by deleting spoiler, aileron
and stabilator terms. Since the total lift contribution of
these terms is very small relative to other terms of the lift
equation, and since the generation of these terms required a
disproportionate amount of computer time, they were re-
moved,

The simulation's lateral control systems, rudder, aileron and spoiler
dynamics, and navigation error display drives were identical to those
used in the WPAFB simulation, In addition, the Minneapolis simula-

tion included a digital lateral wind gust generator which was operative
throughout the experimental program at Minneapolis. This gust rou-

tine was inadvertently deactivated at WPAFB,

The Minneapolis cockpit simulator is shown in Figure 81 together with
its instrument layout. Flight instruments consisted of tape-type air-
speed indicator/ Machmeter, angle-~of-attack indicator, altimeter,
vertical velocity indicator, and engine rpm indicators, as well as rate-
of~turn indicator, lateral acceleration {needle and ball), flight director,
and horizontal situation indicator. Navigation errors were again dis-
played on the lateral and longitudinal error needles of the flight director
(Astronautics, Part No. 109931-508)., This display differs somewhat
from the corresponding WPAFB display, as shown in Figure 82. Sensi-
tivities matched WPAFB values.

Cockpit controls included stick, rudder pedals, and two throttles. The
throttles controlled two independent engines, each simulated by a
thrust buildup time constant of 5 seconds. This provides asymmetric
thrust capability which was used for one-engine-out demonstrative
flights with the practical control system (Appendix V). Cockpit control
force gradients and excursions are presented in Table XXIV. Effective
gains were again set by pilot/subject D. S.
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Figure 81. Cockpit of Minneapolis Simulator
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Figure 82, Navigation Error Display

Table XXIV, Cockpit Control Summary ~--
Minneapolis Simulation

Max, Deflection Sensitivity
Cockpit Control |7 res 1b | Lb/Inch | Effective Gain
Pitch stick
Fore 6.0 10 =1.7
Aft 5.0 9

Roll stick
Left 6.0 6 a (deg/sec)
Right 3 5 1.4 1 B

Rudder pedals +3,5 +£100 =39 2.6 i@ﬂ(geg}

aForce/displacement. evaluated at 3, 51b force.

w
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A two-pound breakout in both pitch and roll was simulated. This com-
pares favorably with the 1. 7-pound pitch, 2.33-pound roll breakout
forces of the F4 (Ref. 33).

Overall pilot comment on the Minneapolis simulation was that it was
"more than adequate.' The subject who flew both the Minneapolis and
the AFFDL simulations remarked that they were similar from a pilot's
viewpoint and that both "felt all right." Another of the Minneapolis sub-
jects stated that the simulation "flew like an A4." The third Minnea-
polis subject stated that the stick was too sensitive for flight condition 2
but that flight condition 3 felt right. This is based on considerable
flight time in the }'4 aircraft by the third Minneapolis subject,

Transient responses of the Minneapolis simulation are again given in
Appendix VII, Figures 150 through 159 of Appendix VII show the lateral
transient responses of the free aircraft for flight conditions 2 through
11. These traces correlate very well with the iraces of the design equa-
tions described in Section IV. (In contrast to the nonlinear aerodynamic
data used for the simulation, the design equations were derived from
linear aerodynamic data for fixed-flight conditions, )

Figures 160 and 161 of Appendix VII are traces of the pitch transient
response of the free aircraft at Minneapolis for flight conditions 2 and
3. Lateral transient responses for the controlled aircraft at each
flight condition are contained in Section IV,

VALIDATION PROCEDURE

Since experimental conditions were completely randomized by subject/
condition, it was not possible to collect pilot rating data during the
collection of pilot performance data without unnecessarily interrupting
the performance data collection. Therefore, to maintain the integrity
of the experimental design, the experiment was divided into two com-
plete phases plus a familiarization phase. Phase I consisted of mea-
suring pilot performance under the restrictions of the 2 x 5 x 3 experi-
mental design, and Phase II consisted of pilot rating measurements
under the same experimental design.

Phase II followed the completion of Phase I data collection.

Familiarziation

Each pilot/ subject was briefed on the purpose and background of the
study effort, No attempt was made to withhold any information about

the experiment. The subjects were urged to ask questions at any time
during the briefing or during the practice sessions which followed. The
simulation system and hardware was explained in detail. Sketches were
made of typical flight profiles and the navigation task was clearly defined,
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The subjects were taken to the simulation cockpit and the experimenter
explained the task once again. The experimenter then flew a practice
trial which the subject watched. Following the demonstration, the sub-
ject was allowed to begin the practice sessions.

The practice sessions were handled in a similar manner as the formal
data sessions; i.e., the trial content, sequences, and instructions were
the same. Each subject was given 20 three-minute trials. The trial
gequence was random, with the only restriction being that all combina-
tions of models and flight conditions were flown twice during the 20
practice trials. The training sequences for each subject are contained
in Appendix X. Throughout the practice sessions, the subjects received
immediate feedback about their performance errors and were allowed to
inspect their final records at the end of the session. Particularly close
attention was paid to the subject's performance during the training phase
to ensure that the subjects maintained a high-performance level and did
not become "sloppy'' on any parameter while controlling direction and
altitude, All subjects were cautioned repeatedly to avoid trading alti-
tude errors for lateral errors on the more difficult systems. They were
advised that nothing had been done to the pitch axis and therefore they
should be able to control the pitch axis with a high degree of accuracy.

Phase I - Performance Data Collection

All subjects were required to participate in five formal data sessions,
Each data session consisted of 20 three-minute data trials lasting
approximately 1.5 hours. The total time per session included a con-
stant 30-second intertrial interval and a five-minute break following
10 trials.

A single trial within the 20-trial sequence was identified by a unique
combination of profile type, system, and gust sequence, These com-
binations were placed in a random sequence for a particular data ses-
sion such that each system was flown twice during the data session. No
data session was arranged in the same way as any other data session
although all data sessions contained two trials for each system. The
data sequences for each subject are contained in Appendix XI.

Communication with the subject was kept to a minimum throughout the
study. However, if necessary, the subject was provided with feedback
on his performance if he requested it or if his performance began to
deteriorate in an unpredictable manner, TFor the most part, we attemp-
ted not to identify the particular system number as it was being flown.
If the subject specifically asked which system he was flying at the time,
we told him. However, he was never told which system he was going

to fly prior to the start of the trial. In most cases he was informed by
the experimenier of the trial number and whether the flight condition
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was high or low speed. The subject was also provided information
about the next flight conditions from the IAS display. The nominal air-
speed (Mach 1. 2 or 0. 5) for the next trial was displayed to him as the
instruments were set prior to the start of the trial.

Phase II - Rating Scale Collection

The purpose of Phase II was to gather pilot opinion data. Two rating
scales were used -~ the Cooper-Harper scale and the Global scale.

Each subject was briefed on the purpose of the rating scales and the
procedure for collecting these data. Briefly, the subjects were told
that the procedure and task would be the same as in Phase I, except
that the intertrial interval would be longer to give them time to fill

out the forms. They were asked to rate the system in question immed-
iately after they had flown it. As in Phase 1, the subjects were presen-
ted with a random sequence of 20 trials containing two trials for each of
the 10 experimental conditions. 'They rated each system/flight condi-
tion as it was flown. This allowed us to gather two observations on
each combination, thus providing a measure of the scale's reliability.
The two scale forms are contained in Appendix XII.

All rating trials were flown using only two flight profiles -- Profile

No. 8 for high-speed trials and Profile No. 11 for low-speed (see
Appendix VI),

Minneapolis/ WPAFB Procedural Differences

Minor procedural differences existed at WPAFB and Minneapolis, These
primarily affected the lengths of trial sequences and the rating scale
data collection.

At Minneaplis, the trial sequences were automatically cycled with a
fixed intertrial interval of 30 seconds, whereas WPAFE intertrial times
were variable from 1 to 5 minutes.

At Minneapolis, a ''trial start” light was illuminated on the panel to
indicate the start of the run and turned off on completion of the trial.
These cues were given verbally at WPA¥B, together with verbal instruc-
tions to adjust afterburners for the next trial (off for low speed, on for
high).

All rating trials at Minneapolis closely followed the procedures cutlined

under Phase II. These rules were relaxed somewhat at WPAFBR, allow-
ing pilots to deviate from the defined task after the first minute of a trial.
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SECTION VI
RESULTS OF THE VALIDATION PROGRAM

METHOD OF ANALYSIS

Parametric statistical analyses were performed on the data of the vali-
dation study to account for measurement variability. This acknowledges
the fact that human subjects do not perform a task consistently enough to
form conclusions from a single observation of behavior. FEven simple
reaction-time measurements will vary from {rial-to-trial, day-to-day,
and subject-to-subject. In addition, the particular equipment used and
subject population may contribute to increased variability. Briefly, the
largest sources of behavior variability which have been classified are:

1) Intersubject variability (training differences, experience
differences)

2) Intrasubject variability (motivation, attitude, fatigue,
boredom)

3} Treatment variability (stimulus variables, task variables,
regsponse variables)

The design of an experiment using human subjects begins with an under-
standing of the sources of variability and some a priori knowledge of how
the data are to be collected and analyzed, The techniques of statistical
inference provide the structure and assumptions for dealing with this
type of data. Simply stated, the data are treated as samples of popula-
tion distributions. Statistical inference techniques then allow us to
determine in probability terms whether or not observed differences are
large enough to have come from different population distributions or
whether the ohserved differences are products of chance,

Because of the dual nature of our evaluation approach to the problem of
handling-quality validation, two distinctly different sources of data were
used. On one hand, we have used performance data which theoretically
can assume any value from zero to infinity (i. e., they are, without
question, interval data), And, on the other hand, we have used rating
scale data which have a limited range (e.g., Cooper-Harper has a
range from 1 to 10) and which only approaches interval properties,

In the case of performance data, we have not hesitated to compute

means and standard deviations and analysis of variance statistics. In a
near classical sense, the performance data follow the assumptions which
form the basis of statistical inference techniques.
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By contrast, the manipulation of the rating scale data presents a prob-
lem. WMudd (Ref. 25) and others have stated that the use of analysis of
variance statistics and other data summary methods are permissible
with data that is "purportedly equal-interval.,' His statements raised
some strong criticism from Ridgeway (Ref, 26) and, also, support by
Barrett, et al, (Ref. 27), Ridgeway claims that the assumptions behind
parametric analysis of variance techniques are violated when applied to
rating scale data of the Cooper-Harper type and cannotf therefore be used.
Mudd and Barrett both claim that the techniques are relatively insensi-
tive to the data produced by rating scales and yield satisfactory and accu-
rate results.

Our approach in this study was based on strong pragmatic considerations.
Rating data form a foundation of the handling-qualities area and, in fact,
are the data upon which our models are based. They are therefore
important to the study. To interpret the data, however, it is necessary
to reduce them from raw form, We have therefore sided implicitly with
Mudd and have performed analyses of variance on these data. The ques-
tion of legitimacy remains to be answered. We simply caution the reader
to critically review the results with this controversy in mind,

DATA SOURCES

As described in Section V, the validation program has produced a great
quantity of raw data, We have digitized time histories of key variables
for each of 600 three-minute trials and Cooper-Harper and Global pilot
opinion ratings for 120 trials. The list of summary scores which can be
gleaned from these data is virtually endless. In order to keep the data
analysis task manageable, therefore, we have chosen to deal only with
the following data sources:

L] Primary Performance Measures:

1) Lateral rms error (Ey) at WPAFB
2) Lateral rms error (f}y) at Minneapolis
3) Altitude rms error (Eh) at WPAFB
4y  Altitude rms error (Eh) at Minneapolis
5) Velocity rms error (EV) at WPAFB

6) Velocity rms error (EV) at Minneapolis
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¢ Pilot Rating Scorea:

7) Cooper-Harper ratings at WPAFB
8) Cooper-Harper ratings at Minneapolis

9) Global (handling qualities) rating at WPAFB
(3 subjects)

10) Global (handling qualities) rating at Minneapolis

11) Global {demands on pilot) rating at WPATB
(3 subjects)

12) Global (demands on pilot} rating at Minneapolis

13} Global (handling qualities) rating at WPAFR
(4 subjects)

14) Global (demands on pilot) rating at WPAFB
(4 subjects)

¢ Secondary Measures:

15) RMS aileron stick commands at WPAFB (BPAS)
16) RMS rudder commands at WPAFB (BPR}

These choices are largely dictated by the objectives and experimental
design of the validation program, We wish to validate our criteria and
practical controller on the basis of performance in a lateral-axis flying
task and on the basis of pilot evaluations -- hence, the lateral error
scores and the various pilot rating scores, The altitude and velocity
error scores are introduced to provide a measure of interaction between
the lateral and longitudinal axes. The secondary measures of stick and
rudder activity are attempts to find other sensitive indicators of control
gystem quality., Wright-Patterson and Minneapolis data are kept separate
because of significant irreconciliable differences between the two simu-
lations,

Following our method of analysis, each of the 16 data sources will be
viewed as a random variable with an unknown probability distribution,

The scores obtained for individual trials are random samples drawn

from these distributions. The disfributions themselves are thought to

be functionally dependent on the independent variables of the experiment -~
the five systems flown, the two flight conditions, and the pilot/subjects,
The object of our analysis will be to determine whether the distributions
are in fact different for each system, flight condition, and pilot, or
whether they are identical. In addition, we seek quantitative statements
about the magnitude of differences, if they exist.
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In order to present the analyses and their results in a meaningful way,
we will begin with a gqualitative examination of the full collection of
random samples for two selected data sources -- lateral error and
Cooper-Harper ratings (3 subjects) at WPAFB., This provides a general
look at the distributions and at their differences for different values of
the independent variables. We will then add quantitative analyses for the
same two data sources -- averages, variances, analysis-of-variance
statistics, and orthogonal comparisons. Finally, the same quantitative
information will be presented for all of the remaining data sources, and
the overall implications of the data will be summarized.

A QUALITATIVE LOOK AT THE DATA

T.ateral Error at WPAFB

Figure 83 shows some histogram plots of the 300 lateral rms error
scores obtained at WPAFRB. 'These plots give the number of experimental
outcomes which fell into 50-foot ""bins, " for bin locations between zero
and 2000 feet,22 The plots thus constitute crude experimental probability
density functions of the random variable Ey at WPAFB,

To examine the effects of each of our independent variables, the total
number of samples in Figure 83 has been broken down in three different
ways. First, in Figure 83, the samples are grouped according to the
gystem with which they are obtained. This gives five histograms, 60
samples each, which show qualitatively how the probability density func-
tion of E_ changes ag a function of the independent systems variable.
This is the so-called "main effect of systems," We see first of all that
all of the five distributions seem to have the same characteristic shape,
something approaching chi-square if we indulge our imagination a little.
The average value and spread of the distributions decrease steadily from
the predicted worst system (1) to the predicted best system (4), and little
difference exists between systems 4 and 5. Qualitatively, then, the main
effect of systems looks something like this:

E)
y

4‘3\ IMPROVING PREDICTED HANDLING QUALITY

2
1

PROBABILITY
DENSITY p(

RMS LATERAL ERROR (Ey)

22As indicated on the plots by a parenthetical number at the right extreme

of the abscissa, [our trials fell outside of the 2000-foot range. These
are 2068, 2998, 4065, and 5632 feet in magnitude,
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The second breakdown of the 300 lateral error samples is shown in
Figure 83. Here the samples are grouped according to the flight condi-
tion for which they were obtained. This gives two histograms with 150
samples each whose differences constitute the ""main effect of flight con-
dition." We again see the characteristic ''chi~square' shape, but the
two distributions do not appear to differ much, Qualitatively, we would
say that the effect of flight condition is insignificant.

The third breakdown in Figure 83 is a grouping according to pilot/sub-
jects. This gives three histograms, 100 samples each, which again have
the same shape but differ in average value, notably for subject R. K.

Such differences must be expected, of course, due to the variability of
the subject population.

There are several other breakdowns which could be constructed from the
original 300 samples of data, For example, we can subdivide the 100
samples for each pilot/subject according to the system with which they
were obtained., This would give three sets of five histograms, each with
20 samples. They would show us whether the effect of systems is the
same for each subject or whether the systems influence each subject
differently. Such differences are called "interaction effects,' between,
in this case, the independent systems variable and the subject variable.
Other possible interactions are systems and flight condition, flight con-
dition and subject, and a triple interaction of systems, flight condition
and subjects, Histograms for each of these effects have too few samples,
however, to give a good idea of the distributions, so we will leave their
analysis to later quantitative procedures,

Perhaps the most significant property of all histograms in Figure 83 is
the large variance. It is evident that no matter what the system and the
flight condition are or who the pilot ig, we can expect individual lateral
error scores to range anywhere from a couple of hundred feet to a
thousand feet or more. But, as we have seen, this does not mean that
there are no differences between systems, flight conditions, and subjects,
nor that performance measures such as rms errvor scores cannot detect
differences. The histograms clearly show that subject R. K. flew with
lower average errors and perhaps a little more consistently (less varia-
tion about the average) than the other subjects, Similarly, system 4, with
good predicted handling qualities, was flown with lower average error
and more consistently than systems 3, 2, and 1, each with successively
poorer predicted handling qualities. Such is the qualitative relationship
between handling qualities and performance capabilities of a controller/
aireraft configuration.

The large variance creates some doubts, of course, whether ocur obser-

vations are justified., This will be remedied shortly via formal quanti-
tative analysis.
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Cooper-Harper Ratings at WPAFB

Tigure 84 shows a set of histograms for Cooper-Harper rating scores
which is completely analogous to Figure 83. Here the bin size is 0.5
rating units, and bin locations range over the full Cooper-Harper scale
from zero to 10. The total sample size is only 60, so the histograms
look sparce when compared with Figure 83. The original rating for all
scales is contained in Appendix XI,

The total collection of samples has again been broken down by systems,
flight conditions, and subjects. In the first grouping, Figure 84(A), we see
a definite ordering of systems on the basis of average values, and we sce

a variance behavior which is broad in the middle of the scale and tends to
tighten at both extremes. However, there are too few samples in the
histograms to make strong statements about this variance behavior or to
say much about the shape of the distributions, Indeed, since rating data
only approaches interval properties, we may be stretching the definition

a bit to speak of shape in the usual way. Such theoretical questions

aside, the main effect of systems appears to match the sketch below:

IMPROVING PREDICTED
HANDLING QUALITY

COOPER-HARPER RATING

The 60 Cooper-Harper ratings are grouped by flight condition in Fig-
ure 84(B). Here we can begin to see some ""shape' and some signs that the
low-speed flight condition is slightly preferred.

The third breakdown [Figure 84(C)] shows a strong main effect of subjects,
Subject D. S, uses both ends of the scale more liberally than both other
subjects, while the constricted use of the scale by subject R, K. favors

the low end and by subject W. S, favors the'high end. These differences
are again attributable to variability of the subject population.

Finally, the histograms of Figure 84 show that Cooper-Harper ratings as
well as lateral errors exhibit large variance, so formal quantitative
procedures should be used to establish the validity of conclusions based
on either of these data sources.
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QUANTITATIVE ANALYSIS

After this brief qualitative look at two of our data sources, we proceed to
add quantitative interpretations. This will be done by computing means
and standard deviations, by assessing significance of differences via
analyses of variance and orthogonal comparisons, 23 and finally by rank
ordering the main effect of systems. The object, of course, is to estab-
lish validity and to sharpen earlier gualitative conclusions.

We will again treat the lateral error data source at WPAFB and the
Cooper-Harper data source at WPAFB separately and in some detail.
Results for the other data sources will be presented in a summary
fashion.

Lateral Error at WPAFB

Mean values and standard deviations of the lateral error histograms of
Figure 85 are presented graphically in Figure 85. These statistics are
again broken down to show the main effects of systems, flight condition
and subjects, An ordering of the main effect of systems is apparent,

The average errvor values decrease from system 1 through system 4 with
a slight increase for system 5, Note that this is precisely the predicted
ordering, The range of error from system 1 to system 4 is approxi-
mately 589 feet rms, Likewise, there appears to be a consistent decrease
in variability from 1 to 5. System 1 differs most noticeably from the
others both in terms of mean error value and standard deviations.

The main effect of flight condition is also shown in Figure 85, The
average error value for the low-speed flight condition is greater than the
high-speed condition by approximately 137 feet rms. The standard devia-
tion is also larger for the low-speed flight condition, Note, however,
that these differences are not apparent from the histograms, Either our
impressions from the histograms are wrong or the differences in Fig-
ure 85B will turn out to be statistically insignificant. The latter is in
fact the case, as we shall see later,

The third breakdown is a presentation of errors as a function of the sub-
jects variable, Subjects D.S. and W.S, are quite similar in both means
and standard deviations. Subject R.K,, on the other hand, is some 156
feet more accurate than the average error of the other two subjects,

The standard deviation associated with R, K, 's performance is noticeably
greater, however. This is not evident from the histograms because of a
single R, K. trial which fell out at 5632 feet,

3Readerr:‘. not familiar with these procedures are encouraged to consult
either Winer (Ref. 28) or Scheffe {(Ref, 29), the latter for the mathe-
matically more sophisticated,



So far, the mean and standard deviation values of Figure 85 only add
numbers to our original impressions from the histograms. We still do
not know whether differences are significant or products of chance, To
decide this question we use the analysis of variance and individual
orthogonal comparisons.

Recall that the particular experimental design chosen was a2 x 5 x 3
mixed-design. The main effects of interest are the fixed effects of sys-
tems and flight condition and the random effect of pilots. The analysis
of variance is designed to determine the level of statistical significance
of these effects as well as the significance of all possible interaction
effects in the experiment. By inspection we were able to order the main
effect of systems, but systems 3, 4, and 5 are very close in mean value
(relative to their standard deviations) so our initial confidence in such
orderings is low. Likewise, the difference between flight conditions is
not large enough to justify conclusions without further evaluation, The
needed confidence is provided by the analysis of variance and by ortho-
gonal comparisons.

The output of an analysis of variance is an F-statistic (F 2 0), which is
computed under the statistical hypothesis (H ) that all the means of a
particular main effect are identical, Under this hypothesis, the F-
statistic is distributed according to the F-distribution law (Ref. 29).

We can therefore determine critical values (Fy) such that (under Hy)
probability (F = Fp) =p, say for p = 0.05 and p = 0. 01, Then, if the F-
statistic comes out greater than F,, we must either conclude that H,
refuted (i.e., the means are dlffepent or that we have observed a rare
event of probability, p. 'This is condensed by saying that the means are
different at a level of significance equal to p (or, more simply, the effect
is significant at level p). If F comes out less than F,,, the data provide
insufficient support for the rejection of Hy at level p,

A similar procedure applies to orthogonal comparisons, where F-
statistics are used to assess differences of individual means within a
main effect.

Table XXV presents the results of the analysis of variance performed on
the WPAFB lateral errors data.

In this table, the main effect of systems is significant beyond the 0. 01
level (as indicated by superscript a). The F-value of 113, 546 with 4 and
8 degrees of freedom is much larger than the F, value of 7. 01 required
for significance at the 0. 01 level., This simply shows that the pilot sub-
jects were not able to fly the five systems with the same degree of
accuracy.
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Table XXV. Analysis of Variance of WPAFB
Lateral Error Data

Degrees
Source of Variance of Mean Sguare F
Freedom
Systems (A) 4 3598739, 000 | 113, 545
Flight condition (B) 1 1411813.750 N.S.
Subjects (C} 2 857618, 000 4.647°
AxB 4 861073, 125 5. 093°
BxC 2 343191, 562 N.8,©
AxC 3 31649, 857 N. S.
AxBxC 8 110301, 750 N. 8.
Residual 270 184550, 281 N. S,
Taotal 289 --- ---
8ps0,01
Py <005

®N.S. = Nonsignificant

The other significant effects are subjects and the interaction of flight
condition and system, 24 poth at the 0. 05 level (as indicated by super-
script b). The significant effect of subjects is a random effect and has
limited interpretability beyond saying that the pilots perform differently.
The factors which contribute to that difference are not readily apparent.

The interaction of flight condition and systems means that the effect of
systems is different at the two speeds. This will be given a graphical
interpretation later in this section.

24

The general model used in the analysis of variance to represent a
single observation (x1 ki) for the ith system, jth flight condition, and
kth subject is a sum of the following components:

e =Byt eByt e  HBY et oBY g t ey

where o, B, Y represent unique main effects attributable to the
bystem fhght condition, and subject alone; Q’Bljs a&Yik, and Y jk are
unique interaction effects attributable to the coibined action of Sys-
tem plus flight condition, etc.; aB7js i the unique triple-interaction
of all three factors acting together,'and €iikt 18 a purely random com-
ponent., When we say that the main effect’of systems is significant,
this means o; # 5 for some i, j at the specified level of probability, p.
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All other effects are significant at a level p> 0. 05, This means that the
data do not strongly refute the Hy hypothesis (the F-value would occur
purely by chance in one out of 20 or fewer repetitions of the experiment,
on the average), We have therefore chosen the 0. 05 level as an upper
cutoff and will simply call these outcomes nonsignificant (N.S.). Note
in particular that the main effect of flight condition is nonsignificant,

The analysis of variance just presented has established the level of gig-
nificance of all main and interaction effects. 1t says little, however,
about the significance of differences within a single independent variable,
(Congider the systems variable, for example, which takes on five values --
systems 1 - 5, Using the analysis of variance, we have established with
a high degree of certainty that the mean error values for these five sys-
tems are different, However, we have not shown that the mean for sys-
tem 1 differs from system 2, system 2 from 3, and so forth. In short,
we have not established the significance of our rank ordering of system
means, This is done in Table XXVI with individual orthogonal compari-
sons.

Table XXVI. Individual Comparisons (Scheffe)
of WPAFB Lateral Error Data

System Degrees
Comparison of ¥
Freedom

lvs 2 1/8 193. 510
1vs 3 1/8 240, 4152
1vs 4 1/8 328. 8012
1vs 5 1/8 317, 4422
2 vs 3 1/8 N.S.
2 vs 4 1/8 17.826%
2 vs 5 1/8 15.258°
3vs 4 1/8 5. 476"
3vs 5 1/8 N, 5.
4vs 5 1/8 N. 9.

fp<0.m

b <o, 05

The comparisons of Table XXVI are computed according to Scheffe's
test (Ref. 29), which is the most conservative of the commonly used
individual comparison methods. They show that differences in mean
lateral errors between system 1 and all other systems are highly signi-
ficant, System 2 does not differ from system 3, but does differ from
gystems 4 and 5. Further, system 3 differs from system 4 but does not
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differ from system 5. Systems 4 and 5 were not different, The F-values
for system 1 versus all other systems are extremely large (for 1 and 8
degrees of freedom) and indicate a very strong effect on pilot performance
accuracy relative to the other systems,

Basically, each comparison in Table XXVI can be interpreted as a com-
parison between the difference of two means {(a statistical estimate) and
the accuracy to which the difference can be estimated from all 300
lateral error samples. This is illustrated in Figure 86 which shows
the values of all possible differences compared with the standard devia-
tion of their estimation errors., The latter quanti’éy is given by
202 TAXC) /60 = 32. 5 feet (see Ref. 28), where G2(AXC) is the AXC
mean square shown in Analysis of Variance Table XXV. This is the
standard deviation which "counts' as far as data analysis is concerned,
not the standard deviations shown in Figure 85,

OF DIFFERENCE

]tﬂNwsmMA
I’AccunAcv RANGE
ESTIMATE

500, }{

400 1
300

200 4

DIFFERENCE OF MEANS (FT)

1111 222 3
VERSUS
2345 345 4

[V, . S

COMPARISON OF SYSTEMS

Figure 86, Graphical Interpretation of Individual
Comparisons

In Figure 86, two means are different at a level 0, 05 or less if their
difference plus or minus two-sigma does not include the zero value.
Hence, all comparisons except 2 versug 3, 3 versus 5, and 4 versus 5
are significant,

Cooper-Harper Data at WPAFB

A similar formal analysis procedure was carried out for the Cooper-
Harper rating data. This begins with Figure 87 which shows a three-way
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Figure 87. Mean Cooper-Harper Ratings at WPAFB
(3 Subjects)

breakdown of Cooper-Harper rating data by systems, flight condition
and pilots. Again, an ordering of the main effect of systems is apparent,
with system 1 being the least acceptable and system 5 the most accept-
able. The average Cooper-Harper value for system 1 is 7. 8 with a
decreasing trend across systems to an average of 2, 7 for system 5,
Note that system 5 obtained a better average rating than system 4, This
is contrary to the performance data which showed that system 5 errors
were greater than system 4 and contrary to our original predictions.
Later analyses of the Cooper-Harper data will show that, in fact, no
significant difference exist between 4 and 5, (We have already shown
this for lateral error data,) For all systems, the standard deviations
appear comparable,

By inspection, the main effect of flight condition does not appear to
differ appreciably, although the low-speed flight condition is slightly
preferred. The average rating values differ by only 0.4 of a rating
point, Again, the standard deviations for both flight conditions appear
comparable,

For the main effect of pilots, all subjects appear quite similar in both
mean rating values and standard deviations, although subject D, S.
appears to be more variable in his rating behavior. If you recall, the
histogram plots revealed that subject D, S. used both ends of the scale
more than the other two subjects. One explanation for this is that
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subjects R.K. and W.S. are both graduates of the test pilot school and,
therefore, are more experienced raters and can be expected to be less
variable in their rating behavior.

Apain, we have been able to order the Cooper-Harper data, but we lack
confidence about the observed differences in mean values for each of the
main effects. Therefore, an analysis of variance was also computed for
these data. We have already stated that the use of this analysis tech-
nique for rating data ig subject to question. So the reader is again
cautioned to review the results from this standpoint.

A summary of the analysis of variance is contained in Table XXVII,

The main effect of systems is significant at p< 0.01, All other main
effects are nonsignificant, In particular, the mild preference shown for
the low-speed flight condition is not significant. The observed differences
between subjects is also not significant. The difference in rating be-
havior noted earlier is apparently lost. These data also show a signi-
ficant interaction between flight condition and subjects, models and sub-
jects, and, for the first time, a significant triple interaction. The
interaction effects will be dealt with later in this section.

Individual comparisons for WPAFB rating data are shown in Table
XXVIII, These data detect differences between systems 2 and 3 and 3
and 5 which do not show up in the performance data, The pilots
apparently were able to contrel system 3 as accurately as 2 and 5, but
they rated 2 poorer than 3 and 3 poorer than 5,

No differences were detected between systems 4 and 5 and between
gystems 3 and 4. All other differences are significant. The Cooper-
Harper data, therefore, are more sensitive than the lateral-axis data,
in that they discriminate between more pairs of systems.

Other Data Sources

All of our data sources were subjected to the same formal analyses as
have just been described for lateral errors and Cooper-Harper ratings
at WPAFB. Results of these analyses are summarized in Figures 88
through 95 and in Tables XXIX and XXX, The figures present mean
values and standard deviations of the various scores, again broken down
into the main effects of systems, flight condition, and subjects. The
tables present summaries of the levels of significance of each effect, as
given by the analysis of variance, and summaries of individual compari-
sons, ag given by Scheffe's test.
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Table XXVII. Analysis of Variance of WPAFB
Cooper-Harper Data (3 Subjects)

Socurce of Variance [q)eg({)r;ees ST\;[\.?;;']E F
Freedom
Systems (A) 4 54.116 23.2498
Flight condition (1) 1 1,980 N.S.
Subjects (C) 2 0.9%0 N.S.
AxDB 4 2,074 N.S.
BxC 2 3.290 5, 9053
AxC 8 2. 328 4,180%
AxBxC | 3.115 5, 5942
Residual 30 0. 557 N.S.
Total 59
Ap<o0,0t

Table XXVIII. Individual Comparisons of WPAFB
Cooper-Harper Data (3 Subjects}

System Degolt:ees -

Comparison Yreedom
1ves2 1/8 10. 7450
1 vs 3 1/8 33,0082
1vs 4 1/8 0, 0102
1 vs 5 1/8 67, 7052
2 vs 3 1/8 6, 1260
2 vs 4 1/8 19, 9692
2vsh 1/8 24, 50832
Jvs 4 1/8 N.S.
Jvs 5 1/8 6. 126D
4 vs 5 1/8 MN.5,

85«0, 01

by <. ob
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These data summaries more or less speak for themselves., For the

main effect of systems, the graphs show the predicted ordering of means
{(for systems 1 - 4) in all data sources except altitude and velocity errors.
System 5 is slightly better than system 4 for all pilot opinion measures,
and a bit poorer than system 4 for all performance measures, We could
not have asked for better agreement between fact and prediction.

Statistically, the main effect of systems is signhificant for all data
sources except velocity error. This is a highly encouraging result,
since it says that the handling-quality goodness property we are trying
to measure does in fact prevail through nearly all of our measured
variables. It influences primary performance measures, rating mea-
surements, performance measures in other axes, and secondary indi-
cators,

Individual comparisons of Table XXX substantiate the ordering of means
to a level of significance and resolution depending on the particular data
source, In general, pilot rating data differentiates between more sets
of means., However, lateral error and lateral commands at WPAFB are
also sensitive indicators, while rating data from the four-subject group
at WPAFB is rather insensitive. By far the most significant column in
Table XXX is the 4 versus 5 comparison on the extreme right, Not a
single data source detected differences between the best predicted
optimal system and the practical control system -- again a highly satis-
fying result,

For the main effects of flight condition and pilot/subjects, Figures 88
through 95 and Table XXIX, show the expected result -~ insignificant
flight condition effects (except for lateral commands) and significant
subjects effects. The former reflects the fact that each of our five
controller/aircraft systems was designed to look the same at all flight
conditions (Section 1V), and the latter reflects expected variability in
the subject population,

There are also a number of interesting interactions effects. The first

is the A x B or systems-by-flight condition interaction for lateral
errors at WPAFB which has been mentioned previously., As Table XXIX
indicates, this interaction also shows up in lateral errors at Minneapolis
and altitude errors and rudder commands at WPAFB, It is interpretable
as a difference in the main effect of systems at each flight condition and
is shown graphically for the case of lateral error at WPAFB in Fig-

ure 96. We see that the interaction arises primarily because the sys-
tems effect is more pronounced at the low-speed flight condition than at
high speed. However, the ordering of systems is unaltered, so our
experimental findings are unaffected.
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Figure 96. Illustration of A x B Interaction - Lateral
Error, WPAFB

A second interaction is A x C, or systems-by-subjects, which is inter-
pretable as a difference of the systems effect for each pilot/subject,

This interaction is very prominent in the lateral error data at Minneapolis
and also in the Cooper-Harper ratings at WPAFB (3 and 4 subjects), It

is examined graphically in Figure 97, This figure contrasts the main
effect of systems for lateral error data at Minneapolis and WPAFB when
these data are further broken down by pilot/subjects.

The interaction is clearly evident in the Minneapolis data. Subject D.S.
was able to fly systems 1 and 2 with more accuracy than the other two
pilots but did not fly systems 3, 4 and 5 as accurately as the Navy pilots.
While the interaction does not change our conclusions, it is responsible
for the very insensitive nature of the Minneapolis lateral error data

(see Table XXX).

A series of arc-tangent transformations were attempted on these data
to increase the sensitivity of the analysis. All attempts were unsuc-
cessful. The interaction between the main effect of systems and the
random effect of pilots is simply too large to overcome,

There were also occurrences of B x C, or flight condition-by-subject,
interactions and of triple interactions between systems, flight condition
and subjects. The latter is difficult if not impossible to explain in a
meaningful manner for cases where a triple interaction is not predicted.
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The former means that the main effect of flight condition is different for
different subjects. In view of the variability of the subject population,

i. e,, training, experience, flight time, etc., such differences can be
expected.

SUMMARY OF RESULTS

All these discussions are best summarized by reiterating the rank
ordering of systems which the data provide. This is done by Table XXXI
for the major lateral rms error and rating scale data sources. The
ranking is consistent except for the reversal of systems 5 and 4 on the
rating data, However, no significant differences were detected between
systems 4 and 5 for any of the analysis performed. The brackets in each
column enclose systems which were not found to be significantly dif-
ferent at least at the 0. 05 level.

Table XXXI. Rank-Order of Systems for Main
Data Sources

Lateral Error Cooper-Harper Glebal

WPAFB | Minneapolis WPAFB':" Minneapolis [ WPAFB? | Minneapolis

@ow
|
NS I R
da a0
| I
1
SN A S
T ]
& oL b
|

&Three subjects

The two measures -- performance and rating -- turned out to be comple-
mentary not contradictory. The dual nature of our measurement
approach to the validation of handling-quality models combined the best
aspects of rating and performance measures and yielded an accurate
assessment of the controlled vehicle., For instance, the mean Cooper-
Harper scale value for gsystem 3 at WPAFB was 4.3, This scale

value corresponds to an error score of 414 feet from course centerline
for this task and has a standard deviation of 212 feet, Likewise, system
2 at Minneapolis obtained an average rating of 5. 8 which corresponds to
a mean error at 526 feet rms from centerline with a standard deviation
of 443 feet, Thus, we were not only able to establish differences be-
tween the systems on the basis of how the pilot felt toward them, but we
were also able to measure how accurately he could use them. We have,
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in effect, developed a crude "map" which relates average pilot ratings
to average performance in a pilot tracking task of the type used in this
experiment.

For lateral error versus Cooper-Harper rating data at WPAFB, this
map has the form shown in Figure 98. This figure is not meant to imply,
of course, that the variables are uniquely related, i.e., other variables
such as workload play a role, The figure merely shows the relationship
for five data points, corresponding to each of our five systems,

107
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AVERAGE PERFORMANCE
(RMS ERROR, FEET)

Figure 98. Rating/Performance Relationship
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SECTION VII
CONCIUSIONS

In overview, the program has demonstrated that the design procedure
developed here represents a powerful approach to the design of aug-
mentation systems. The program has shown that handling-quality
models for the controller/vehicle combination are a meaningful way to
express design criteria, and that the F4C aircraft can be made to follow
such models with a practical control system designed by the procedure.
This is true at least to the resolution of pilot opinion and performance
data gathered in the validation experiments. Some additional more
specific items which emerged during the course of the program are
restated briefly below:

1) Model-following performance of the F4C is constrained by
rate limits of the actuators. 1In particular, the rapid roll
rate response of model 4 cannot be matched at high com-
mand levels,

2) Bandwidths of the free airframe are good candidates for
command model bandwidths in the design procedure.

3) The F4C's lateral-directional gain sensitivity over the
flight envelope is low. The highest sensitivity occurs in
the rudder channel, where some performance gains may
be possible with a simple gain schedule.

4) I.arge deterioration ratios occur between the rms error
responses of optimal controllers and those of pracfical con-
trollers. This should not be discouraging, however, since
the results here show that such deteriorations are still
quite tolerable from the viewpoint of rating and performance
data -- witness the insignificant differences between gystems
4 and 5. Apparently the optimal controllers overdo the job
of model-following. However, these statements must re-
main tentative because the deteriorations we are talking
about are primarily in sideslip which could not be fully
evaluated in either simulator (i.e., fixed-base and limited
moving-base without lateral displacement),

5y  Command magnitudes in the design equations are crucial
to the quality of the final practical controller solution, as
they influence the kinds of performance tradeoffs made by
the optimization. At the moment no procedure other than
design iteration is available to choose the magnitudes.
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Some of the items in this list naturally point to future areas of develop-
ment. Certainly the question of command magnitudes should receive
further study. Perhaps the computational algorithm could be extended
to display the tradeoffs being made as the integration parameter, A,
grinds toward zero (this is straightforward) and to permit adjustment of
magnitudes and/or quadratic weights in an on-line interactive fashion
between designer and design algorithm (this is not so straightforward).

Other extensions of the algorithm which should be pursued are removal
of fixed-gain constraints (i.e., fixed plus variable gains} and applica-
tions to compensator design problems {other than the handling-quality
model, which can be thought of as a feedforward compensator).

On a more fundamental note, the entire design procedure could be used
to generate controllers for arbitrary handling-qualit?r models -- for
example, models which are not based on traditional "aircraft dynamics."
It thus becomes a design tool for basic handling-quality studies in such
problem areas as control-configured vehicles (CCV), space shuttle,
V/STOL, and so on.

And finally, on a point of philosophy, the results of the validation pro-
gram have shown that a high positive relationship exists between per-
formance data and rating data, at least for the task used in this study.
The value of collecting both kinds of data is the additional precision of
measurement attained. In those situations where this precision is
necessary we recommend that performance data be included along with
rating data.
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APPENDIX 1
HANDLING-QUALITIES DATA

The figures in this appendix are reproduced from their references
without alteration. All legends, source references, and symbolism
refer to the original references. We have added only the numbered
double line circles which identify our choice of numerical values and

the phrase "Figure 00: Taken from Reference [jl'" at the bottom of
each figure. These latter numbers refer to our own figure identification
and our own list of references.
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REF. 12 1S KERE REF. F30
REF. 13 IS HERE REF. F22
REF. 14 1S KERE REF. FI9
REF, |5 1S NASA TN D-1328
REF, 16 15 NASA TN D-792
REF. 57 1S HERE REF. Bu8
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Figure 1 (3.3.1.2)

RATINGS VERSUS ROLL DAMPING - FLIGHT TEST,
MOVIHG-BASE, FIXED-BASE WITH RANDOM INPUT
(FROM REFERENCE F8)

Figure 101. Data for Handling-Quality Parameter s

{T aken from Ref. 2) 3
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REF. 13 1S HERE REF. F22
REF. 1% IS HERE REF. F30

© REFERFNCE 14 COCFER RATINGS |
A REF 13 STATIONARY SiMuates) 7
CAL RATINGS

O REF i3 MOVING SIMULATOR
X PRESENT EXPERIENT

-

AVERAGE PILOT RATING

T, ~15ECY
Figure 16 (3.3.1.2)

AVERAGE PILOT RATING OF ROLL MODE TIME CONSTANT
(FROM REFEREMCE F12)

Figure 102, Data for Handling-Quality Parameter s
(Taken from Ref. 2) 3
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LATERAL FLYING QUALITIES BOUNDARIES
(Lg V325 ,%-)) (FROM REFERENCE 610)

Figure 103. Data for Handling-Quality Parameter s

(Taken from Ref. 2) 5
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APPENDIX II

33 BzJ a2J

) . AND
st akla!T KN

EVALUATION OF

The computational algorithm advanced in Section III involves repeated
evaluation of first and second partial derivatives of the total cost, J.
Equations for these partials are derived here, Since the performance
index, J, of Equation {21) is a linear sum of individual plant indices,
J{i), however, the derivations need to be carried out for only one plant.
This is done below with all i-dependence suppressed,

FIRST PARTIALS

Let X denote the steady-state covariance matrix of Equation (26) with
the controller u= Kx = [(K! + K3) M + KK2] X!

(F+CGK)X +X (F+GK)L + TTT = ¢ (73)

Corresponding to X, define an adjoint matrix, S5, as follows:

T

(F + GK)T S+ S(F+GK) + W+ KYRK = 0 (74)

Then the performance index, J(K), of Equation (28) is given by'25

J(K) = Tr (W+KYRK)X = Tr STTT (75)

25‘I‘his identity is a consequence of the following adjoint property of X

and S {(Ref, 30);

If
T -
AX+XA" +Q = 0

ATS+SA+R = 0

Then
Tr RX

Tr SQ (76)
Proof:

TrRX = Tr (-A'S - SA) X

= Tr S(-AX - XAT) = Tr SQ
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The first partials of J can now be computed as follows:

aJ

= Tr [ZKTR EYX + (W+ KL RK) X
el akl
i] 1
i A 3K X
where E d = N and 1
3
Ky K
are defined by
3X 3X . i
(F+GK) —1+ —1 (F+GK)T +GEYx +x (GEHT = 0 (77)
K, K.,
ij ij
Using Equation (76}, we get
3 __ = Tr {2KT'R EUx + s[cEX + x (GE")T ]}
= ..
= 27Tr [(KTR + sa) EU %] (78)

Thus, to evaluate all first partials of J we need only evaluate the two
covariance~type equations, Equations (73} and (74), and the algebraic
equations, Equation (78). This convenient property was first dis-
covered by T, L, Johnson (Ref, 30).

SECOND PARTIALS

The second partials are obtained in a similar manner:

X
3 1
KLm
X 32
Im T X
+ + e
- (W+K " RK) —5— ]

g 3kl 3
1] Kii °Kim

2 .. ..
"_a“J_‘z_ = Tr[zE*‘mR gMx + sk IR g

i
a 3
Ky °Kim

+ 2KTR E

(F+GR) — 2+ 2 X (Faor)T +oEPT S5
3K, 3K 0K.. 3K K.
i i 4 m L

1 1
9
K3 °Kr i Kim
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2 - ]
3% J _ im ij T ij _oX tm oX
m—2’l‘r ETREYX + (K R+ SQG) (E hT—aK&m+E a——I—Kij )‘l

= 2R, X, ot ¥ KR+ 5G) (ar?:lxm)
a 1 ia

+7 KTR+5G) L{ ma} (79)

a

and

221 2T _ij T, .ij 3X 23X
s = Tr[2K R EUX + 2K R EY 34 2K RK KL

2
W 0
i]

2 2 T
3°X X T 2 X X 2
(F+GK) sklax T aKl 5 (F+GK)" + GK KL, T IKL, (GK™)
ij 1] 1)
roef &, X GeihT .
XYY -
5 . - .
<%t = ¢ Tr|k?TR E¥x + (KTR+5G) (K° ‘a“}ir + Y & (80)*°

ij

So the second partials can be computed ly solving (£+ 3) covariance-type
equations for the variables X, S, 3X/3Ki;, and 3X/3d\, where £ is the
number of free components of K1 In ad%l)ltlon, the algebraic equations
(Equations (79) and (80), must be evaluated.

AN INTERPRETATION OF THE MATRICES ax/aKl ., REDUCED
COMPUTATION TIME g

Recall that X is defined as the state covariance matrix of the controlled
system i. e,,

xX(t) & ELx(t) x*(t)], when Elx(t)] = 0

263%/3\ is defined by Equation (77) with E replaced by K2.
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Then the matrix 3X/ BK%- tells us how the covariances change as the
feedback gain, K{:, is changed. Aside from this "gradient” interpola-
tion, 90X/ OKj: can'also be interpreted as a cross-correlation of states
in the following 2n-dimensional system:

> X4 Pyl
L x2 .\yz
N =% = (F4GK) x + TN | ———— x,-5j = (F4GK)y +GE'x
3 Xn Lyn
Original system with controller Duplicate of original system
u = Kx driven by white noise, 7. with controller u = Kx, but

driven by GElix,

where
3
ser = ELx(t) 3T (1) + yt) x" (1] (81)
K13
The validity of this interpretation can be readily shown by evaluating the
overall covariance matrix, call it X9, of the 2n-dimensional system.
This matrix is the solution of
| - ..
F +GK | GE F+aK GEY T o
! + X S +-oio - |=0
2n 2n t |
|

|
0 | F +GK 0 'F + GK 0
Let the term X5, be partitioned as follows:

E(ny) E(yxT)
x =
2n {payT) X

Then the (12)-element of the equation is

(F+GK) F(yx ') + GEIX + BE(yx1) (F+GK) " = 0
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and the (21)-element is

.. T
(F+GK) E(xyl) + E(xy’) (F+GK) T + X(GEY) = 0

Adding these yields
(F+GK) E(XyT + yxT) + E(xyT + yxT) (FiGK)T + GEYxX
ij,T
+X(GE™) =0
But this is the defining equation for 98X/ BK%J-, as given by Equation (77).

Looking at the structure of the 2n-dimensional system, it is now evident
that if some of the states are unaffected by controel, then some of the

y's will be zero, and correspondingly, some elements of 3X/0Kjy will
be zero for all ij. For the case of the F4C lateral-axes problem,

there are 20 states, 6 of which are unaffected by control (model states,
wind states, and fommand model states). This means that each of the
matrices, 0X/ BKlj, can be computed by solving a (14 x 14) and a

(14 x 8) covariance-like equation, as opposed to a single (20 x 20) equa-
tion. The reduction in computing time is proportional to

2(14)%

—— = 0.68
(20)

184



APPENDIX III
BENDING MODE EQUATIONS

This appendix provides a derivation of approximate equations for the
first asymmetric flexure mode of the ¥4 aircraft. The symbols used
here are not all defined in the list of symbols and some do not corres-
pond fo the notation in the rest of the report; they are defined below as
needed. All new definitions apply to this appendix only,

The approximate equations were derived by assuming that aircraft flex-
ure consists of wing bending only, with rigid fuselage and tail. This
type of flexure is illustrated in the sketch below:

RIGID FUSELAGE
AND TAIL
wly, 1)

Let w(y, t) denote the vertical deflection of the wing from the rigid-body
axes, This deflection can be expressed as an infinite sum of products
of ortho-normal mode shapes, 'ni(y), and mode amplitudes, gl(t), i.e.,

wiy,t) = 2 gt n.(y) (82)
i=1

If the mode shapes are known, then the energy methods of LaGrange can
be used to derive differential equations for the amplitudes, The follow-
ing steps are involved [ the details can be found in Bisplinghoff, pages
114-124 (Ref. 31)]:

1) Kinetic energy (7T):
b ) 2 : 2 27
T = 1/2 [ m@y) [wly,0)]" dy + 1/2 1 [« (O, )] (83)
b

27(') denotes time differentiation and ( }’ denotes differentiation
with respect to y,
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where

m(y) = Mass distribution along the wing
I = Aircraft-less-wing moment of inertia about
the x-axis
1 o« 52 .15 s £E n./0)n (O
T =5 2 MES +51Z2 T 5k k
j=1 4 j=1 k=1
b 2
M. = m . d
j = 4 m)ne)dy
-b
2} Potential energy (U, strain energy in the distorted wing):
b 2
s 2
U = %? | L(y)'"«%L dy
oy
-b
where
L{y) = Moment acting on the wing cross section at y
azw
Nl dy = Incremental displacement due to 4
3y
1 s 2 2
v o= “2‘21 o M; 5
o; = eigenvalue associated with the mode shape ni(y)
3) Apply Lagrange's Equation:
d { 3T 3T |, 3U .
wilsa |- 5 +t37/—/=Q, i=12,...
dt ar-;i agi agi i
where

Incremental work = 2 Q]._ 5 §i

Qi = Generalized force satisfying

”

1

yields

iy g ’ ’ 2 _
MieiﬂkE:lgknk (0) m,"(0) + 0, "M, E, = Q
b
Q; = | Fly.t) n(y)dy + L n; "(0)
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where

L. = Total rolling moment about the x-axis
F(y,t) = Distributed force acting along the wing

I
4) Finally, if only the first asymmetric bending mode is assumed
to be significant, the mode equations become
' 2 2 _

with
Q1 7 g ST QP F QT +QgP 1R, 5asasT QerOR  (92)

The coefficients of the last equation are given approximately by the expres-
sions below. Implicit in these formulas are the assumption of aerodynamic
strip theory, the neglect of unsteady aerodynamics, and various other cold-
blooded approximations:

b N, {y)
| —._1.__...
Q; ¥ - g _,}[') Cp o) ety U n, &) dy (93)
(neglecting tail effects and structural damping)
) b
Qg * -4d [ Cr e viy) ny(y) dy +

M2
cos Aly) sin A{y) n, (y) dy +

b
-a[ € ) clyag
-b 1-M2cos2/&(y)

+ Ly n, ‘@ (94)
. b ?
Qp = -d :rb C, ) cly) ﬂ% nyy) dy + Ly *(0) (95)
. b o, ,
Q. = a _j}; Cp ) cy) o, Y ) dy + L n; (O) (96)
iy ’
Qsas * Loag MO+ raghyps] (97)

Q :: il ! (98)
15R 1 (O} L6R
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= Partial derivative of total rolling moment with respect to

the variable, u
= Wing aerodynamic chord

CL(y) = Lift coefficient

Ay)
y(y)

YAS

= Nominal velocity

= Nominal angle of attack

= Dynamic pressure

I

Sweep angle of the % chord line

]

Dihedral angle
= Position of aileron/spoiler center of pressure

In addition, the bending mode itself influences the rigid-body equations

through

the derivatives

Y Y- L L. N N-
e 8 8t g
mUO’ mUO’ Ix IX IZ IZ

These are given by the following approximate expressions:

Yg‘ q b ,
mU_~ mU I Cro (¥} cly) @, My {y) dy
o o -b
YE Y
= "= ' {O) (assuming tail and fuselage effects

mUO mUO predominate)
L
—* O

x

gL q [’ 1
== -2 0 Cy ylely) y ——  dy
N
_T.__ X 0

A
N'E )
i~ = --i--p— n’(0) (assuming tail and fuselage effects

z Z predominate)
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m = Total aircraft mass

Ix’ I, IZ = Total aircraft moments of inertia about %, y, z axes
Yu = Partial of total side force with respect to u

Nu = Partial of total yawing moment with respect to u

Equations (93) through (104) were evaluated for flight condition 8, which
exhibits the low aerodynamic damping usually associated with flexure
problems. The following F4 data and additional assumptions were used
(Refs, 22, 32, and 33):

1)

2)

3)

5)

Assumed cubic mode shape

n(y) = - 3.1 1074 y2(ly] - 14.2) (105)

This shape is normalized on -b =y s b, where 2b is the wing-
span (38,4 ft), and it leaves the principal body axes of the
aircraft unaltered.

Assumed elliptic load distribution

R U SN o s

s - v2/368  (106)

- 2, 2 /
Ct(y) cely) = Y CL\/I—y /o =86.8CL.\,1

where
CL = Average lift coefficient
S = Wing area (530 ft%)

Sweep angle
Aly) = sgn (y) 45 deg
Dihedral angle

0 deg |yl < 13.3
r(y) =

sgn (y) 12 deg |y] > 13.3
Modal mass

— ‘ 2
M, = M1+I[T]1 (0)]

19, 2 0 5
t2 ¢ 0 4(23.4 - y) n,“{y) dy = 3,02 slug-ft
4
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6) Experimentally-ocbserved mode frequency

Y
2 2

1 M

o 1

(.le=

M, + I[“l'm)]z

Both (5) and (6) assume wing tanks empty,

7} Aerodynamic dataatM = 0.9, h = 45,000 ft

s

870 ft/sec

180 1b/£t?

- 321, 000 ft-1b/rad

- 18,700 ft-1b/(rad/sec)

9, 400 ft-1b/(rad/sec)
151,000 ft-1b/rad

23, 800 ft-1b/rad

0, 0006 (rad/sec)/(rad/sec)
0. 0240 (rad/secz)/(rad/sec)
0. 108 rad (wing angle of attack)
3.87/rad

The resulting mode amplitude equation is

2 + 10,68 + 43508 = 18008 - 27p + 3r + 58065 g

with
YE:/mU0
Yé/mUo
Léllx
Néllz

This equation is characterized by a damping ratio of { = 0. 08,
response to single hardover aileron commands consists of damped

1Y

He

-0, 0027

-0, 0033
0

180

= (10.5) 2m = 66 rad/sec

(107)
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oscillations with initial peak-to-peak magnitude Ep—p = uTlg—g—) (5—2973 = 0, 14,
The associated wing-tip oscillation is 0, 14 |m1(18.2)| = 0. 96 inch peak-
to-peak, These numbers appear reasonable for the F4 in low~q flight. At
higher dynamic pressure, of course, initial oscillation magnitudes will be
larger. However, this effect is offset by increased aerodynamic damping
which tends to alleviate flexure problems,
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APPENDIX IV
TRANSFORMATION MATRICES, Trb’ FOR THE AIRFRAME

FC(1)
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TRANSFORMATION MATRICES, Tphp, FOR THE AIRFRAME
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APPENDIX V

QUALITATIVE CHARACTERISTICS AND FORMAL
EXPERIMENTAL TRIALS OF PRACTICAL CONTROLLER 7

This appendix contains analog traces which document qualitative charac-
teristics of practical controller PC7 and show typical formal experi-
mental trials. The traces include the information described in the
paragraphs that follow.

DEMONSTRATION FLIGHTS

Figures 106 through 115 are analog traces of piloted demonstration flights
taken at Minneapolis with the practical controller. These show that the
controller is tolerant of gusts, hardover rudder failures, and engine-out
conditions.

The flights were flown at flight conditions 2 through 11 by pilot/experi-
menter E.D. Skelley. The gust environment was 6-ft/sec lateral gusts
with spectral bandwidth w = Ug/1750. All failures were induced from
the cockpit by the pilot.

AUTOMATIC OUTER LOOPS
Figure 116 shows Minneapolis analog traces of the practical controller

with an additional outer bank angle hold loop. This loop consists of bank
angle-to-lateral command feedback and was mechanized as follows:

DIGITAL
SIMULATION

UmAS
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SENSOR NOISE

Figure 117 shows WPAFB traces of the practical controller with sensor
noise. The noise levels were 2 f’c/sec2 rms on the accelerometer and
0.05 rad/sec rms on each rate gyro. The noise was mechanized for
each instrument by drawing three random numbers (17, Mg, M3) from
a uniform (0, 1) digital number generator. These were combined as
Tollows:

T"|=4cr(ﬂ1 +n2+n3-1.5)

where 0 1is the desired rms level. The variable, 7, was then added to
the instrument output at each sample time.

SAMPLE TRIALS OF FORMAL EXPERIMENTS

Typical analog traces of formal data trials for both the Minneapolis and
WPAFB simulations are shown in Figures 118 through 129, These show
various lateral-directional variables and the displayed error signals for
each trial. The lateral error is unique in that it was not displayed
directly but transformed by the following equation:

Displayed -1
= K tan ~ (0.0004 E_)
Lateral error y

where Ey is in feet, rJ{he constant, K, was adjusted such that the maxi-
mum Vaﬁle of the tan™*(-) function would just saturate the localizer
display .e., for a 100-volt instrument K = 100/(1/2) = 63.71.

This procedure eliminates saturation of the localizer display for all
finite errors.
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APPENDIX VI

GENERATION OF FLIGHT PROFILES, LONGITUDINAL-LATERAL
COMMAND EQUATIONS, AND LISTING OF FLIGHT PROFILES

GENERATION OF FLIGHT PROFILES

Each flight profile consisted of 12 fifteen-second intervals which were
individually characterized by one of the following bank angles:

-15, -12.5, -10, -7.5, -5, 0, 5, 7.5, 10, 12.5, 15 deg

The angle for each interval was selected randomly by drawing inde-
pendent samples from a discrete probability distribution defined by

0.5forx=20
Prob (¢ = x) = (108}
0.05 for all other bank angles

This means that a flight profile consisted of an average of 90 seconds of
straight-and-level flight. The remaining time was taken up with steady
turns at assorted bank angles.

Once a sequence of 12 bank angles {#, j=1, 2, ..., 12} was deter-
mined by the above sampling procedure, the profile was found by
solving the following equations.

Define:

u
¢

X(t)
Y{t) = Crossrange position (positive right)

Aircraft speed

I

Downrange position

Y(t) = Heading angle (positive right)
and let x(0) = y(0) = ¥(0) = 0.
Then, for $; = 0,

Wity = Y[15(-1) ]

X(t) = x[15(G-1)] + U [t-15(;-1)] cos Y[15(j-1)] 108a)
vit) = Y[15G-1) 1 +U [t-15(3-1) ] sin Y[15(-1)]

15(j-1) < t £ 15j
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and for ¢, Z0
UO
Y = Yl15G-17 + & [t-15(-1)] )
i

X{t)y =X{[{15(j-1)]1 + R; cos {¥l15(3-1)1+ 901 - cos [Y(t) + 901

Y =v[15(-1)] + Rj sin {Y[15(G-1)] + 90} - sin (1) + 90]

15(j-1) st < 155 ( / )
109b

where Rj :Uc?/g tan c}Bj.

Approximately 40 such trajectories were generated before the experi-
ments were conducted. The first set of 20 flight profiles were calcu-
lated using bank angles of £+5, £10, £15, 20, £25 and £30 deg. This set
of profiles proved to be a very difficult task. Because of the reaction
time of the pilot and the error display, it was necessary for the pilot to
correct the deviations from lateral center with extreme bank angles

(60 deg to 90 deg). This produced a situation where the lateral needle
would remain pegged to the limit of the display until the course was
intercepted at a high deflection angle whereupon the needle would
rapidly swing to the limit on the opposite side. No straight segments
were detected by the pilots. To correct this situation we reduced all
bank angles by one-half and set the lowest value (£2, 5 deg) to zero.
The task was then reasonable.

Each trajectory was stored on punched cards in the form of a 3 x 12
array of floating-point constants, These numbers are defined below.
They function as lateralf/longitudinal display drives, as explained in
the subsection which follows this cne,

To define profile arrays, let [T(i,j)] be a (3 x 12) array of numbers.
Let the column index (j) correspond to the 12 fifteen-second time inter-

vals of the profile and let the row index (i) identify three numbers which
characterize each interval. Then

T(1,§) = ¢[15(-1)]
T(2,j) =X[15(j-1}] )if ¢j =0 (110a)
T(3.j) =y[15(j-1}]

T(1,)) = Rj
T(2,3) =X[15(j-1)]+Rj cos {Y[15(3-1)] +901 }if qu #0 (110Db)

T(3,§) = Y[15(3-1)}] + Rj sin fl15(-1)]+90}
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LATERAL/LONGITUDINAL DISPLAY EQUATIONS
Altitude errors (Ei) and lateral course deviations (E,) were defined in
terms of the actu;ﬁl aircraft positions X(t), Y(t), h{t}*(downrange, cross-

range, and altitude, respectively) and in terms of the profile array, T(i, j).
The following equations were used to evaluate the errors:

j= []%]I +1 (111)28

Eh = h{t) - 2000 + 33. 3t (112)

/
-[X@) - T(2, ) 1sin T(1,3) + [Y{t) - T(3, ) ] cos T(1, )

if IT(1,3) ] < 1000
E. = (113)

1T, | - VIX® -T@, 12+ [0 - T3, 5 12
if [T(1,] = 1000

\

Lateral and longitudinal displays were driven by scaled values of these
errors. oScale factors were determined after a few trial experiments,

LISTING OF FLIGHT PROFILES

Low-speed and high-speed flight profiles are presented in Tables XXXII
and XXXIII, respectively.

28
[x]I denotes the integer part of x.
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Table XXXII.

Low-Speed Flight Profiles

Profile

1 |2 3 Ja s |6 7 g | 9 | 10
0 0 o | o o | o | o 0 0 0
o |-7s{ o | o |12.5] o [-10.0(-10.0] o [-15.0
~s.0 7.5 o [-15.0] o | 12.5] o o [-10.0{ o0
-i5.0| o |50l o [-15.0] o o |-12.5] 0
-10.0 [-12.5| 7.5| o [-10.0] 15.0|-10.0] 0o | 10.0§ 15.0
0 o | 0.0} o 0 0 75| 7.5| s.o| 2.8
12,50 o | o [1zs] o 5] o 0 o | o
- 5.0 | 15.0]-12.5 o0 0 |-15.0]-15.0| o 0 0
0 0 o |- 7.5]-15.0]-12.5-10.0] o© 0 0
10.0] 0o [-12.5]| o 5.0l o |-15.0f o | 1s.0| 7.5
-15.0 | 15.0] 10,0 0 | 10.0] 0 o |- 75| 12.5| o
D 7.5 0 0 0 0 0 0 0 5.0

Ratio: Straight and level/bank

507 |6/B E{T[ a/4 [ ’?,’L[ G/B | 6/6 I 9/3i6/6 [ 715

Table XXXIII.

High-Speed Flight Profiles

Profile

SHIEREE U:; 15 J 16 | 17 ]j | 19 | 20
0 0 0 0 0 o 0 0 0 0

0 o |[-t2.5]12.57 0 0 o | 15.0] o 0

g | i5.0|-50| o 0 0 o | 10.0f-15.0] o
5.0 o 0 0 ) o {-12.5] o o | 15.0
¢ |-t0.0| 10.0f- 7.5 o 0 5.0] 0 0 0
-10.0|-12.67 @ 5.0 0 ({-10.0f 10.0]- 5.0|-12.5| o

o ] 15.0| o 0 0 0 0 0 0 0

0 o l10.6| 7.5|15.0]- 5.0] 15.0] @ .50 o0

o {1s.0]-s50| o ) o |-15.0] o 0 7.50
s.ol o |-s.0]15.0| 0o |12.5] 1s5.0l 5.0 o |- 5.00
-is.0] o 0 7.5 o |-t0.0} 12.5| s.0| o | 12.50
-12.5)-15.0] 12,5 5.0 |- 75| o 0 0 o |- 7.50
Ratio: Straight and level/bank

715 [ 66 [ 507 [sr7 [ror2 ] sra [ s [avs [ ors Joss
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APPENDIX VII

TRANSIENT RESPONSES OF THE WPAFB
AND MINNEAPOLIS SIMULATIONS
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APPENDIX VIII

TRAINING TRIAL SEQUENCES FOR MINNEAPOLIS
AND WPAFR (3 SUBJECTS)

Table XXXIV. Training Trial Sequences for

Minneapolis
Subject D, 8. Subject T, H, Subject R, P,

Trial 1"con | Profile | Gust] Cell | Profile | Gust | Cell | Profile | Gust
1 10 6 5 23 19 11 36 1 17
2 13 17 19 26 9 3 39 13 11
3 15 13 14 28 1 20 31 19 6
4 19 15 16 22 10 2 35 11 8
5 11 20 15 24 3 1 37 16 7
8 12 B 6 27 15 12 30 3 18
7 16 7 4 28 17 10 32 2 16
8 12 10 10 25 12 16 38 5 2
9 17 12 12 20 7 18 33 18 4
10 18 4 20 21 14 6 34 9 12
11 18 1 17 21 20 3 35 14 9
12 11 18 7 24 13 38 8 19
13 13 14 18 6 4 30 10 10
14 17 16 8 20 14 34 4 20
15 10 11 3 22 9 36 8 15
16 12 5 g 25 16 15 35 20 1
17 14 ] 11 27 18 17 31 12 8
18 10 3 1 23 13 7 37 17 13
19 15 20 13 28 5 19 32 7 5
20 16 2 2 29 11 8 33 15 14

Table XXXV . Training Trial Sequences for
WPAFB
Subject D. 5, Subject R, K, Bubject W. 3.

Trial [7Eeli | Profile | Gust | Cell | Profile | Gust | Cell | Profite | Gust
1 15 14 16 45 14 15 34 2 15
2 11 15 14 41 19 14 33 16
3 10 8 20 40 6 20 32 3 8
4 16 10 2 46 10 2 38 4
5 19 11 10 49 11 10 37 12 5
6 14 2 15 44 2 15 35 14 16
7 13 16 9 43 16 g 31 19 14
8 18 4 4 48 4 4 30 6 20
2} 12 3 [ 42 3 6 36 10 2
10 17 12 3 47 12 5 36 11 10
11 19 15 19 49 15 19 38 7 7
12 15 20 1 45 20 1 37 17 17
13 14 9 11 44 5 11 32 1 8
14 10 3 40 8 3 36 5 18
15 13 18 12 43 18 12 31 13 13
16 18 T 48 7 T 30 15 19
17 17 17 17 47 17 17 35 20 1
18 12 8 42 1 8 a4 9 11
19 16 5 18 46 5 18 10 8 3
20 11 13 13 41 13 13 33 18 12
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APPENDIX IX

DATA TRIAL SEQUENCES FOR MINNEAPOLIS .,
AND WPAFB (3 SUBJECTS)

Table XXXVI. Data Session Sequences for Subject
W.S. at WPAFB

Session

Trial 1 2 3 4 5
Cell | Profile | Gust| Cell | Profile | Gust | Cell |Profile JGuat | Cell | Profile | (Gust| Cell| Profile] Guat
1 4 10 3 38 9 9 34 3 1 30 6 8 37 18 12
2 33 a0 17 a7 19 a 39 18 15 33 17 1% 36 3 3
3 31 18 12 35 15 18 a7 14 10 35 13 14 | 31 14 1
4 30 2 i4 34 1 20 35 16 12 kE:] 15 16 | 35 18 3
5 8 18 i3 33 17 18 33 11 1l 3 20 15 | 30 5 2
[ 38 1 4 32 10 10 a 13 2 34 8 B 38 4 13
ki 32 4 2 36 3 8 a8 5 240 36 7 4 4 7 1
-3 35 13 8 39 12 14 38 4 ] 32 10 10 | 33 11 17
9 a7 15 10 31 14 16 a0 T 8 37 1‘2 12 39 13 19
10 kL] & 18 30 T 4 a2 1 16 38 4 20 | 32 1 T
1 38 5 15 3T | 20 1 38 a 13 38 1 17 | 33 19 4
12 35 11 5 16 4 11 31 19 3 31 18 T3 8 14
13 33 1T 16 34 8 2 38 15 14 13 14 18 | 37 15 5
14 3z g L3 LK) 18 12 3t 17 4 37 16 B 31 17 15
15 31 19 1 32 2 T 35 12 19 39 11 3 38 2 10
16 30 3 7 3 18 13 33 20 5 32 5 g 34 ] 18
17 34 T 9 35 13 15 e 2 T 34 1 11 20 10 B
is 37 14 19 38 6 5 38 6 17 30 3 1 38 12 ]
19 39 12 11 30 ] 17 32 i0 9 35 20 13 35 il 20
20 38 6 20 38 11 [ 34 9 18 36 2 2] 38 9 @

Table XXXVII. Data Session Sequences for Subject R. K.

at WPAFB
Sesgeion

Triall 1 2 3 4 5

Cell | Profile]Gugt | Call [ Profile|Gust | Cell |Profile | Gust| Cell | Profile| Guat Cell | ProfiletGuat
1 42 10 10 44 8 17 48 1 4 46 9 5 40 3 18
2 48 3 [} 48 1 15 42 4 2 40 2 3 48 2 16
3 48 12 14 41 15 1 45 13 B 43 17 ] 48 5 2
4 41 14 16 43 I 3 47 15 10 45 13 11 43 18 4
5 40 7 4 42 5 11 48 B 14 44 8 19 44 9 12
[] 48 4 g 40 T 18 44 10 3 42 8 4 18 1 17
7 47 19 3 49 12 10 43 290 1? 41 14 18 49 13 il
a 45 15 18 47 18 5 41 16 12 [ 1] 20 13 41 19 6
B 44 1 20 46 2] 7 40 2 14 48 10 15 45 11 8
10 43 17 1] 45 20 [} 49 18 13 47 12 14 47 18 7
11 41 18 13 43 11 20 40 3 7 49 13 B 49 20 1
12 45 13 15 4T 18 2 44 7 ] 43 18 10 41 12 3
i3 48 [ k-] 40 1 12 47 14 19 46 5 20 47 17 13
14 40 5 17 42 3 4 39 12 11 48 4 12 42 T 5
18 49 11 3 41 4 13 48 6 20 47 16 1 43 15 14
18 47 20 1 48 13 ] 46 § 15 45 15 16 45 14 8
17 48 4 11 48 2 18 45 11 -] 44 3 1 A8 [ 18
18 44 a 2 46 8 ] 43 17 16 42 7 i7 40 10 10
19 43 16 12 45 1g 18 42 ] & 41 11 T 4 4 20
20 42 2 7 44 10 14 41 19 1 40 1 2 L1 8 15
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Table XXXVII. Data Session Sequences for Subject D.S.

at WPAFB
Session
Trial i 2 3 4 5
Cell | Profile  Gust | Cejl jProfile |Gust | Cell | Profile]Gust |Celll Profile]l Gust|Cell l-"l:‘_‘li.i].:';y=
1 13 15 11 ig 1 19 18 4 [13 17 13 8 17 15 12
2 19 20 9 IR 4 17 14 7 11 13 18 6 19 17 10
3 18 10 15 15 13 k| 13 11 17 12 8 12 15 12 16
4 14 4 17 11 15 5 19 13 19 18 2 L4 10 T 18
5 7 12 5 14 8 13 12 1 ? 138 20 2 11 14 [}
6 12 [} 10 19 20 18 17 18 12 16 4 7 13 19 11
7 i1 17 4 18 10 12 16 3 6 15 1§ 1 16 9 5
8 4] 8 19 13 16 7 il 14 1 10 kil 16 18 1 20
& 10 K 1 17 i8 9 15 16 3 14 5 18 t2 10 2
10 15 13 20 12 2 8 10 5 2 19 11 17 14 3 1
11 18 g i4 11 19 2 14 [ 16 12 T 11 15 16 15
12 12 3 16 1T 14 4 10 10 18 18 1 13 17 18 17
13 11 [ 31 6 16 7 14 19 i2 ] 17 19 3 13 13 7
14 1? 18 18 12 [ [ i5 11 20 13 17 15 18 5 i9
15 10 2 1 15 12 15 18 g 9 16 10 4 19 11 [}
16 15 18 2 1¢ 5 ta 13 19 4 1L 18 18 11 20 3
17 14 1 12 1% 11 20 12 8 14 10 4 ] 14 4 13
18 19 14 3 14 a9 11 17 15 5 15 12 20 16 a4 4
19 13 16 13 18 3 1 11 17 15 18 14 10 1c 2 14
20 18 5 B i3 17 16 16 2 10 la 3 5 12 ] 9

Table XXXIX. Data Session Sequences for Subject D.S.
at Minneapolis

Session

Trial i 2 3 4k 5
Cell | Profile § Guat | Cell | Profile | Gust | Cell | Profile | Guat | Cell | Protile | Gust | Cell | Profile | Gust
1 14 3 1 18 1 2 15 12 19 11 11 -] 17 14 13
2 19 18 15 13 13 16 10 7 13 16 5 z 12 [:] 7
3 17 14 10 11 i9 11 18 9 B 14 7 17 10 10 2z
4 13 16 12 19 11 13 18 B 10 12 6 19 18 k] 4
5 13 11 11 17 16 12 14 1 ] 10 8 18 16 2 3
& i 13 2 15 18 k] 12 5 20 18 3 L] 14 6 14
7 18 5 20 12 3 1 19 i8 18 15 1T 7 11 20 12
] 16 4 8 10 2 7 17 20 4 13 19 13 19 12 18
g ia 7 8 14 5 8 11 15 3 17 14 15 13 17 20
10 12 1 16 16 8 17 13 17 14 19 15 3 15 19 B
11 16 a 13 12 g 14 19 13 11 10 10 20 13 15 5
12 11 19 3 17 14 4 14 2 1 15 12 190 i8 3 15
13 19 15 14 15 2 15 12 [ 12 13 18 1 16 7 [
14 17 17 13 12 5 10 1o 2 1l 20 1L 14 L 15
15 15 i2 19 11 17 20 1B 4 17 19 15 4 12 5 11
16 13 20 3 1% 15 L] 15 3 3 17 13 12 10 4 L7
17 10 2 7 16 1a 8 13 19 5 14 4 14 17 11 19
11 18 6 17 14 4 18 9] 11 15 12 8 4 15 13 9
14 12 10 q 18 B 10 15 16 7 16 2 16 1¢ 18 1
20 14 a8 18 10 7 19 17 14 1G 18 1 S 11 16 10
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Table XL, Data Session Sequences for Subject R.P,
at Minneapolis

Sesaion

Trial 1 2 3 4 5
Cell | Profile | Guat | Cell | Profile | Guat | Cell | Profile | Gust|[Cell | Profile | Gust | Cell { Profjle |Gust
1 30 T 16 31 11 20 32 8 4 38 2] ] 34 10 3
2 39 12 10 30 5 14 31 14 18 37 19 3 a3 20 17
k] 37 18 5 33 7 9 39 20 13 35 15 18 31 16 12
4 36 9 7 37 17 11 38 10 15 | 34 1 20 30 2 14
5 35 20 6 36 [ 10 37 12 14 33 17 18 39 18 13
[ 34 8 17 35 19 1 36 ] 5 a2 10 10 38 1 4
7 38 3 15 38 14 19 30 2 3 36 3 8 32 4 2
] 31 15 1 32 9 5 33 17 9 38 12 14 35 13 8
3 33 17 3 34 3 ? 35 19 11 31 14 16 37 15 10
14 3z S5 11 33 16 15 34 6 19 30 T 4 36 8 18
11 39 13 8 33 12 12 35 15 16 37 20 1 36 5 15
12 k13 2 13 32 10 2 34 3 6 Kl 4 11 35 11 5
13 38 6 2] 30 4 13 32 T 17 34 2 33 17 16
14 35 19 18 39 18 3 3 i1 7 33 16 12 3z 9 6
15 34 19 14 38 g 18 a0 1 2 a2 2 T 31 19 1
18 33 11 20 37 20 4 39 13 (] k31 18 13 3a 3 T
17 37 16 2 31 15 6 33 18 i a5 13 15 34 7 9
i8 30 4 12 34 2 16 36 ] 20 38 [ 5 3T 14 19
19 32 3 4 36 1 8 38 4 12 30 5 17 39 12 i1
20 3t 14 11 35 13 17 37 i6 1 39 11 6 38 6 20

Table XLI. Data Session Sequences for Subject T.H.

at Minneapolis
Session

Trial ] 2z 3 4 5
Cell l Profile [ Gust [ Cell I Profile Gust | Cell Profile Gusi |Cell Prafile Gust | Cell Profile Gust
1 29 20 18 24 2 15 26 4 7 22 6 10 27 18 12
2 28 10 12 23 16 9 25 15 ] 21 17 4 26 3 6
3 23 15 7 28 9 4 20 6 16 26 8 18 21 i4 1
4 27 18 9 22 3 L] 24 5 18 2p 7 1 25 18 3
5 22 2 8 27 12 5 29 11 17 25 13 20 20 5 2
[ i 1 19 25 14 18 27 13 8 23 15 il 28 4 13
7 26 4 17 21 19 14 23 18 6 29 20 ] 24 7 11
] 25 13 3 20 [} 2q 22 2 12 28 IRl 15 23 11 17
a9 21 15 3 26 1 2 28 2 14 24 4 17 24 13 19
14 24 [} 13 29 11 10 21 20 2 27 12 5 22 1 7
11 20 S 10 23 7 T 21 16 19 25 18 2 23 18 4
12 28 11 20 2T 17 17 20 q a 29 1 12 22 ] 14
13 24 9 il az 1 8 5 12 2p 28 14 3 27 15 5
14 28 3 1 28 § 18 29 14 10 23 16 13 2t 17 15
15 23 17 16 21 13 13 24 3 5 28 5 i} 26 2 1¢
18 a1 18 2 Fidl 15 19 22 T 11 28 a 14 24 & 16
17 27 14 4 25 0 1 28 1 13 22 3 18 20 10 18
i8 26 7 14 24 ] il a7 11 3 21 11 B 29 12 8
19 22 & & 2t a8 3 23 17 15 27 19 18 25 11 20
20 25 12 15 23 18 12 25 10 4 26 2 T 28 k] 9
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APPENDIX X

EXPERIENCE QUESTIONNAIRE, AND GLOBAL AND COOPER-HARPER
RATING SCALES ADMINISTERED TO ALL SUBJECTS AT MINNEAPOLIS,
WPAFB (3 SUBJECTS), AND WPAFB (4 SUBJECTS)

Date
Name Age
Address Phone
Highest Military Rank
Current Job Title

FLYING HISTORY
Type of Aircraft No. of Total Hours/ Currently Qualified?
No. of Instrument Hours (Yes/No)
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Answer the following questions in
order:

Is the vehicle
controllable
during this task?

Is the vehicle
acceptable for the
task? (May have
deficiencies which
warrant improvemsant,
but is adequate for
the task.)

Is the vehicle

satisfactory for
the task? (i.e.,
adequate for the

task without improve~

ment,)

Yes

No

10

237

HANDLING QUALITIES

Excellent

Highly Desirable

Good, Pleasant

Fair

Bad

Very Bad
Nearly Uncontrollable

Uncontrollable




10

b=

RESPONSE CHARACTERISTICS

- Excellent, pure (i.e., no
eccidental excitation ) pri-
mary and secondary response
characteristics

- Good, relatively pure, pri-
mary and secondary response
characteristics

Fair, somewhat impure, pri-

1 ~{mary or secondary response

characteristics
Quite sensitive, sluggish, or
-{uncomfortable in primary or
secondary responses
xtremely sensitivé, sluggish,
- 4or uncomfortable in primary
or secondary Tesponses

- Nearly uncontrollable

Uncontrollable

Not Applicable

238
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CONTROL

- Extremely easy teo control
F with excellent precision

- Very easy to control with
- good precision

- Easy to contrel with fair
= precision

Controllable with somewhat
" {inadequate precision

-_{?ontrollable, but only very

imprecisely
- Difficult to control

=

- Very difficult to control

-~ Nearly uncontrollable

Uncontrollable

{ Not Applicable




10

DEMANDS ON PILOT

" (Completely undemanding,
"lvery relaxed and comfortable

= Largely undemanding, relaxed

P-
_{Mildly demanding of pilot
| lattention, skill, or effort

_|Demanding of pilot attention,
" skill, or effort

_JVery demanding of pilot
| \attention, skill, or effort
Completely demanding of pilot
=fattention, skill, or effort

- Nearly uncontrollable

Uncontrollable

Not Applicable
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10

EFFECTS OF DEFICIENCIES

- (Effects of deficiencies on
-{performance is easily com-
pensated for by pilot

_JModerately objectional
deficiencies

-iMajor, very objectionable
- ldeficiencies

- Nearly uncontrollable

Unconérollable

Not Applicable
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APPENDIX XI
RAW PILOT RATING DATA

This appendix contains the raw rating data for the Global scale and the
Cooper-Harper scale at Minneapolis, WPAFB (3 subjects) and WPAFB
(4 subjects), The missing table entries for the Global scale are due to
the pilot's lack of response, not misplaced data.

Table XI1.II. Raw Pilot Rating Data -~ WPAFB (3 Subjects)
(Two Observations/System, Speed, Subject)

P -
Luestinnsg Hesponse . R Lo
Svatem [ Sgpeee D Sobect 93] (2 (33 &:‘:ﬁ:igg Character- Cantraul Es?;ﬁh n]i;f:o:;;:;__ Harper
Controllalles Avceptable? | Salisfactorys ) istics TEEREEEL Ratings
[EEEN Yus Mo No 8.8 8.6 &4 8, 4.0 9.0
Yos No N A.1 4.8 %0 8.4 n,0 H.0
1 Low R Yos Ko No B3 6.7 7.0 6.2 7.0 fa.0
Yoes No No 4.7 7.8 8.0 &4 g 2 70
W oo No Mo 7.7 8.7 B, 3 8.7 8.0 B.0
Yes Nao No P T4 7.0 8.0 .Y 70
I Y Nu No 7.7 7.9 8, 9.7 8.2 .0
Yes Mo Ne 5.0 7.8 78 4.3 7.8 v
1 High H.K, Yes No No 7.8 7.2 8,0 1 7.6 7.0
Yes Mo NO 8.0 .7 7.8 8.6 8.3 7.0
WooN Yes No No i.8 8.7 8.2 8.7 8 5.5
Yes Ko No 7.0 8,0 7.7 8.5 A 7.0
[ 5, Yos No No 7.6 6,7 7.1 A8 6.0 6.0
Yes No No 5.7 7.0 7.2 7.2 7.2 G0
iz I .o I, K Mes No Na G.B 6.7 6.5 5.4 5.8 6.0
Yes No Nn 1.7 6,7 68,8 i1 .4 6,0
WoE Yes Yes Na 5.8 6.3 6,30 5.7 5.7 a.0
Yes Yes No 7.7 8.0 7.0 5.8 6,7 6.0
N Yes Yes No 5.3 5.2 4.7 ) 4.7 3.0
Yrs Yes Yes 1.9 4.3 5.2 6.2 9.3 4.0
3 Higt: 7K. Yes No No 5.6 7.0 7.0 6.3 .0 .0
Yes No No T 7.0 7.0 7.4 7.6 7.0
Wos Yes Nar ——— 7.3 7.0 7.0 B. 0 P07 RO
Yes Yes Mo 6.0 E. 6 6.8 3.7 7.5 f.5
1.5, No Na [ 6.5 6.5 B, ¢ .1 5.0
No No .7 T 7.8 8,5 7.6 .0
1 Low H, K. Yes No 5,2 6.7 .3 9.7 4.4 4.0
Yes No 5,3 4.8 5.2 4,7 4.4 4.0
WS Yes Yes 5,0 5.5 6.0 7.0 8.7 5.8
Yea Yes 5.0 6.3 4.0 n.5 5.4 4.9
= Yes Yes No 1.8 1.0 0.9 2.4 2.2 1.0
. . Yes Yes Yes 2.5 1.5 1.8 L 3.5 2.0
3 Higk R. K, Yes Yey Yes 5.3 6.4 6.1 5.0 5.8 a.0
Yes Yes Yes 38 5,2 4.7 4.0 3.z 3.0
WS Yes Yes Na 3.3 6.0 5.7 6,5 6.3 5.0
Yes Yes - 4.7 6.0 5.0 5.0 5.0 4.0
s Yes Yes Yes 5.3 5,2 6.3 6.1 5.3 4.1
Yes Yes Yes Lz 1.1 1.6 2.0 2.5 2.0
4 Lew [ Yes Yes No 4,0 4.3 50 4.5 5,2 4.0
Yes Yes Yes 6.7 6.1 6.4 Sy 5.8 4.0
WS Yes Yes No 3.0 3.5 3.0 3.0 0.0 2.0
Yes Yes No 3.a 3.4 3.0 3.0 0.0 2.3
135, Yes Yes Yes 3.2 3.2 3.1 3.6 4.8 Nt
Yes Yes Yes 4.2 3.8 4,7 4.2 5.0 4.0
4 High iR K. Yes Yes Yes 2.4 2.0 1.4 2.0 2.8 2.0
) Yes Yes Yes 1.9 1.2 1.5 1.8 1.6 1.6
W, Yes Yes Yes 3.5 3.8 3.8 3.8 1.3 in
Yes Yes Yes 4.0 4,1 4.5 4.5 140.0 4,0
IR RGN Yes Yes Yes 3.2 3.2 3.2 1.3 3.3 2.0
. Yes Yes Yes 2.3 1.8 .2 1.8 2.3 1.0
Bl T.ow UK, Yes Yes Mo 3.7 5.2 4.7 4.3 4.3 3.0
) Yes Yes Yeg 3.8 4,0 4.7 3.7 4.0 4.0
WS, Yes Yes Yas 3.0 3.0 2.1 3.8 3.0 3.0
Yes Yes Yes 3.0 3.0 37 T 16,0 3.0
5. Yes Yes Yos 4.3 3.9 4.7 2.8 4.7 3.0
» Yes Yes Yes 3.5 3.9 3.8 3.8 5.2 3.0
B High H. K. Yes Yes Yes 2.0 ] 2.0 2.5 3.0 z.n
Yey Yes Yes 2,3 1.7 1.7 2.3 2.0 2.9
WS Yes Yes Yes 4.3 5,0 q. 4 5.0 5.0 4.0
Yus Yes Yes 3.0 3.0 2.7 ix 0.0 2,3
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Table XLIII. Raw Pilot Rating Data -- Minneapolis
(3 Subjects) (Two Observations/System,
Speed, Subject)

Questions

- . . . 1) 2) 1) Handling} Response Demands] Effects on | Cooper-
System| Speed | Subject Controllable 7{Acceptable 7| Satisfactary 7} Qualities|Character- Contral con Pilot]| Deficiencies | Harper
istics Ratings

.S, Yes No Na B.9 8.8 8.3 8.7 8.8 8.6

Yes No No 8.9 8.8 8.0 6.0 8.0 9.0

| Low | T.H. Yes No No T.7 7.3 7.2 7T 7.8 8.0

Yes No No T.7 1.7 T.7 7.7 7.7 ]

R.P Yes No Na T.6 T.4 8.3 7.3 9.8 8.4

Yes No Na T.7 B.§ 8.7 8.0 9.2 10.0

n. 5. Yes No No B.9 6.8 8.9 8.9 8.9 8.0

Yes No Ne 8.0 6.8 8.1 8.9 B.9 9.9

1 High | T.H. Yes No Ne 8.7 a.0 8.0 8.7 B.6 5.0

Yes No No 7.0 8.4 7.5 7.2 7.5 7.0

R.P. No No Na 10.0 B.9 9.0 8.7 8.9 10.0

No No No 8.7 B.7 1e.0 9.0 B.O 10. 0

n.s. Yes Ne No 8.1 B.0 8.3 8.7 7.9 8.0

Yes Yes No 6.3 8.9 6.8 7.3 7.5 5.0

2 Law T.H. Yes No No 6.8 6.7 6.0 E.7 7.0 7.0

Yes No No 5.3 5.7 6.2 57 7.0 5.0

R.P. Yes Yes Yes 2.3 2.4 2.5 1.6 4.8 1.0

Yes No No T.0 6.7 1.2 7.5 6.8 7.0

D. S, Yes Yes Yes 3.8 4.9 4.2 4.1 4.8 3.0

Yes Yen === 5.3 B.6 7.2 6.9 7.2 1.0

2 High { T.H. Yes Yes No 5.8 5.7 4.7 5.7 8.7 4.0

Yes Yesg No 5.3 5.7 6.3 6.7 7.0 5.0

R.P. Yes Yes No 5.3 6.6 6.1 6.6 6.6 .0

Yes No No 8.6 7.6 B.3 7.9 8.0 8.0

D. 5. Yes Yes Yes 4.7 5.5 5.1 6.1 5.3 5.0

Yes Yes No 5.7 5.9 5.8 5.9 6.1 4.0

3 Low | T Yes Yes Yes 4.0 3.7 3.7 5.0 5.3 .0

Yes Yen Yesa 2.3 3.0 2.7 3.0 2.0 2.0

R Yes Yes Yes 1.1 0.7 0.7 1.4 1.5 1.0

Yes Yes Yes 5.5 5.2 6.1 6.6 5.8 4.0

D.s. Yes Yes Yes 4.3 6.0 6.3 B.7 6.9 4.0

Yes Yes Yes 4.6 4.9 8.2 5.9 5.3 3.0

3 High | T.H. Yes Yesn Yes 4.0 4.5 3.6 5.0 5.3 3.0

Yes Yes Yes 3.7 4,0 3.0 3.8 5.3 .0

R.F. Yes Yes Yes 2.9 4.3 2.3 3.0 4.% 3.0

Yes Yen Yes 2.3 3.4 2.6 3.4 5.3 3.0

D. 5. Yes Yes No 5.2 6.2 6.5 7.2 7.1 4.0

Yes Yer No T.5 6.8 7.5 7.2 7.2 6.0

4 Law | T.H. Yes Yes Yes 3.7 3.7 2.7 3.7 4.7 3.0

Yes Yes Yes 3.7 5.3 4.7 5.7 5.7 3.0

P Yes Yes Yes 2.7 2.7 1.8 4.8 4.6 3.0

Yes Yea Yes 0.3 a.2 0.1 0.4 0.2 1.0

D.s Yes Yen Yes 2.4 3.2 2.3 3.5 4.8 2.0

Yes Yes Yes 5.5 6.7 6.4 5.8 g.0 5.0

L] High H Yes Yes Yes 1.8 0.7 1.0 2.0 2.0 1.0

Yes Yes Yea 3.4 4.0 3.5 4.0 4.0 3.0

R.P. Yo Yes Yes 1.1 0.8 0.5 1.7 1.5 1.0

Yes Yes No 3.6 5.7 6.1 6.6 6.3 4.0

3 Yes Yeu Na. 5.3 5.7 5.8 5.7 6.8 5.0

Yes Yer Yes 1.4 1.3 1.2 2.2 2.1 1.0

8 Low H Yes Yes Yen 3.0 3.7 3.4 4.7 6.0 4.9

Yes Yes Yes 3.0 5.0 3.8 5.0 4.0 3.0

Yes Yes Yes 0.2 0.2 .2 0.3 0.3 1.0

Yes Yes Yes 0.8 1.2 1.0 2.0 1.8 1.0

D.S. Yes Yes Yen 2.3 2.7 8.2 5.7 4.9 1.0

Yes Yesr No 4.7 4.5 2.6 3.3 6.3 5.0

5 High | T.H. Yes Yes Yen 2.0 2.0 2.7 3.0 4.9 2.0

Yes Yenr Yen 3.0 4.0 3.0 3.7 3.0 2.9

Yes Yeg Yen 1.3 2.2 1.2 2.3 2.3 2.0

Yesa Yes Yes 0.1 1.0 0.8 1.8 0.4 1.0
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Table XLIV. Raw Pilot Rating Data -~ WPAFB (4 Subjects)
(Two Observations/System, Speed, Subject)

Yuestiony Response - Flfects Cooper-
Systemy| Speed| Sulject 48] 2} (31 Han;.i_lt\rn,g Character-| Control l]en;)g?da af Harper
Conlrallable? | Aveeptable? | Satisfactory? Qualities istics on Pllst Deficiencies | Ratings
R, K Yeu Yes Na 5.0 5.3 G, B 7.4 [0 ] 5,5
Yes Yes No 5.0 7.0 i.¢ 7.0 G0 8.0
T.H. Yeu Yes Ne 8.7 8.3 8.8 8.5 8.1 8.5
1 low Yes Yes Yes 8.8 8.3 8.3 8. 8 8 4 @0
* D 4. No No No 9.0 10.0 10,0 9.0 10. 0 10.90
Na No No 10,0 10.90 10,0 0.0 10,0 10,0
I.H, Yes Yes Yes 5.8 6.3 6,3 5.5 7.2 80
Yes Yes .- 7.0 7.0 7.0 7.0 7.0 b0
R.E. Yes Yes No 5.0 8.3 6.6 L K 0 5.0
Yes Yes No 4.5 6.7 5.8 6.4 5.8 5.5
T.H. Yes Yen Yes 5.8 6.0 6,2 6,2 6,6 n.0
' High Yes Yes Yen 6.4 6.3 6.2 6.3 .8 5.0
Nz, Yes No No 7.0 A.8 7.1 7.7 7.6 8.0
Yes Na No 7.7 7.6 8.0 8.2 8.0 40
J.s. Yea Yes - 5,0 5.7 5,7 6.3 6.3 7.0
Yes Yes - 6. D 7.0 6.7 . 4 7.0 7.8
R.E. Yes Yes No 5.0 6.0 6.0 5.0 6.0 5.0
Yes Yes Yes 3.0 4.0 3.5 4,4 3.3 3.0
T.H. Yesg Yes Yesg 4.0 3.8 4.3 4.8 5.0 3.0
2 Low Yes Yes Yes 4.6 5.2 5 4 8.5 5.8 3.0
- 0, Z. Yes No No 7.4 T.7 7.9 8.4 7.8 .0
Yes Yes No 5,0 6.7 6.6 6.8 6,8 T.0
J. 8. Yes --= Yesn 3.0 5,40 4.0 2.0 6.0 4.0
Yes Yesn -—= 4,5 4.0 4.0 4.0 5.0 3.0
R.E. Yes Yen Yes 4,0 4.0 5.0 4.0 2.0 3.5
Yes Yes Yes 4.0 5.0 5.0 6. 1 30 5.0
T.1, Yes Yes Yes 5.2 5.7 5 6 5.3 6.1 4.0
2 High ; Yes Yes Yes 5.0 5.4 6.0 6.7 6.2 4.0
D.Z, Yes No Na 7.0 7.5 7.0 B, 9 7.7 B. O
. Yes Yes Yes 5.4 5.8 & 0 5.9 6.1 4.0
J. 8. Yesr Yes --- 3.8 3.0 4.0 LT 5.Q 3.0
Yes “-- Yes 3.5 3.0 3.4 4.0 4.0 2.0
R.E. Yes Yes Ne 4.0 5.0 5.0 3.0 5.0 4.0
Yes Yes No 4,5 5.7 6.0 6.0 3.0 5.0
T.H. Yes Yes Yes 3.8 3.5 3.0 3.8 4.4 2.0
3 Low Yes Yes Yen 2,3 2.0 2.3 2.3 4,5 1.0
n.Z, Yes Yen Yes 4.3 5.5 5.0 5.6 5.0 3.0
Yes Yes Yes 3.8 4.0 4.0 4.0 4.0 3.0
1.8, Yes - Yes 1.8 2.5 1,2 2.0 5.0 2.0
Yes --- Yes 30 3.0 2.5 zZ.0 3.0 2.0
R.E. Yes Yesn Yen 3.0 2.5 2.0 2.0 4.0 2.0
Yes Yes No 4,2 5.0 540 5.0 3.0 5.0
T.H, Yes Yes Tes 3.0 3.3 2.8 3.8 4.8 2.0
3 igh Yes Yes Yesa 3.4 3.1 L0 3.5 4.3 3.0
High | pz. Ves Yes Yes 4.3 4.0 5.0 5.7 5.3 3.0
Yes Yes Yesa 5.0 5.5 6.0 5.7 5.7 4,0
J.8, Yeas --- Yes 3.7 4.0 3.9 3.7 6.0 4.0
Yes Yen Yen 5.0 5.0 4.0 5.0 4.0 2.0
R.E. Yes Yes Yes 2.0 3.0 3.0 2.3 1.0 2.4
Yes Yes Yes 2.0 2.4 2.0 i,0 1.0 2.0
T.H. Yea Yes Yes 5.3 5.2 5.7 5.5 5.2 4.0
4 1 Yen Yes Yes 2.1 1.6 1.4 2,7 1.2 1.0
| p.z. Yes Yes Yes 4.0 4.5 4.9 5.0 5.0 3.0
Yes Yes Yes 4.2 4.0 4.5 5,40 5,0 4.0
J.8. Yes --- Yer 1.0 1.0 1.0 2.0 5.0 i.0
Yes --- Yes 2.0 2.0 1o 2.0 2.4 3.0
R.E. Yes Yes Yea 3.0 3.0 3.0 3.0 1.0 2.5
Yes Yes Yes 1,0 L.¢ 1.0 2.0 0.4 1.0
T.H. Yes Yes Yes 6.3 5.2 5.6 5.4 6.0 4.0
4 High Yes Yes Yes 4. 3"\ 4.3 4,5 4.1 5.8 3.0
D2 Yer Yesr No 5.3% 5.7 6.3 6.0 6. R 5.0
Yes Yea Yer 5.0 5.2 5.7 5.3 5.2 3.0
JI.5. Yes - Yes 2.0 2.0 2.7 3.0 5.0 2,0
Yes Yes - 3.7 41 4.0 4.0 6.0 4.0
R.E. Yeun Yes Yes 2.0 2.0 2.4 2.0 1.0 2.5
Yes Yes Yes 4.0 s 6.0 4.0 3.7 2.0 3.0
T.H. Yes Yesn Yes 3.6 \ 3.7 4.7 4.8 5.0 3.0
5 Low Yes Yes Yes 2.2 \2.2 2.3 2.8 4.0 .0
D.Z. Yea Yer Yes 4.0 v5.0 5.0 5.0 50 4.0
Yes Yes Yes 38 t.Q 4.8 4,5 4.0 3.0
4.8, Yes ~-- Yes 3.0 L1} 2.7 3.0 5.0 3.0
Yes - Yes 1.8 ZAD 2.0 20 3.0 2.0
R.E. Yen Yex Yes 4.0 20 5.0 4,0 2.0 3.0
Yes Yen Yes 3.0 4.0'\ 4.0 4.5 2.0 4.0
T.H. Yes Yes Yes 2,3 2,3 2.2 2.1 4.0 2.0
5 High Yes Yes Yes 3.0 3.2 2.7 3.0 3.8 2.0
D.Z. Yes Yes Yes 3.8 4,2 4.7 5.1 5,1 3.0
Yes Yes Yes 4.9 4.0 4.0 4.0 4.0 3.0
J1. 8. Yen Yes --= 4.1 4.0 4.0 3.8 6.4 4.0
Yesn Yea --- 3.0 4.0 4.0 5.0 5.0 4.0
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