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FOREWORD

This repoct was prepaved by the Fibrous Materials Breanch and was nitiated cuder
Droject Mo, 7342, Fusdamental Researeh on Macronwlecul:r Magerials and [l rication
Phencracna,' Task No. 734202, "“luvestigations of Structure-Property Relationsnips of
Polymeric Materialg.”” This programm was administered under the dircction of the Mun-
metall.e Materials Division, Alr Force Materialys Laboratory, with Dr. Pierce M, William-
son acring as Project kingineet.

This report covers work from January 1963 o May 1963,
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ABSTRACT

A method of madifying observed or calculated data to reduce raudom errors has heen
devised. It i3 based on applying standard statistical caleulations 1o sets of first order
differences, the scts varying from each cther by the length of intervals used. It is suig-
able for unrepeatable observations, rather than for laboratory experimental resulrs, and
for timewise non-cyclical numerical indexes.

This technical documentary report has been reviewed and is approved.

2 At

C. A, WILLIS
Chief, Fibrous Materials Branch
AF Materials Laboratory
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INTRODUCTION

The concern bere is only with series of asgoclated variablos for which (1) no theoreti-
cal relationships may be posited a priori, and (2) which cannot be vepeated. Timewise
ceouamic daia are of this nature, and so are non~cyclical histerical data ia general. The
cencern is with ebservations and composite effecis that cannot be repeated by design
gither through experimental control of condirions or through assuniption of cyclical con-
ditions. An cxample of the use of cycles is the recording and averaging of lowest tempera-
ture at a given place during each February 22, Historical data may span many years, or
cnly the short life of an errant missile.

The problem i to reduce the random errors in a series of data distributed along the
coordinate of a variable, such as time. Since ne theovetical relationship involving the data
can be stated, they are thus treated as unrelated to their surroundings, that is, as consti-
tuting a closed system. Hence, only the statistical properties of the data are left to provide
means for reducing random errors.

Other methods have been devised for reducing random errors by operating on sets of
higher order differences, i.e., differences between differences, differences between differ-
ences between differences, ete. Another kind of method is herein proposed, to wit, a method
to utilize only sets of first order diffcrences.

Smaller average differences are assumed to exist in a series of data between all data
and their nearer predecessors, or successors, than between all data and their farther
predecassors, or successors. In principle, the supposition is made that a number of com-
bined, quantitative effects of unknown causes may be observed at points distributed along
the coordinate of a continuous variable, and that the lower limit of interval distances be-
tween successive points of possible observations is zero. It is then assumed that the
average differences between magnitudes observed at both ends of all intervals of a chosen
length approaches zero as the chosen length approaches zero, This line of reasoning leads
to taking the averapge difference, D, and the standard deviation, o as the definitive criteria
of each set of first order differences.

WEIGHTING OF MOVING MEANS

Table 1 presents a series of observations made at successive, equal, time intervals, Now
the arithmetic mean is the standard Jdevice for indicating central tendency, that is, for re-
ducing random errors which obgcure the tendency. Thus, the centrat tendency of Va,, Va,,
and Vaa appears to be 104.8 from averaging, respectively, 104.1, 101.0, and 109.4. However,
this cxample of an unweiglted mean has the defect of treating the values 104.1, 101.0, and
109.4 as if they were repeated observations of the same thing, which they are not. Each
V¥ has its own unknown information content plus or minus a random error. Each observed
known is the sum ox difference of two unknowns, Uuithermore, it is assumed that the true
parts of successive V's fluctuate and exhibit non-theoretical trends.

Manuscript released by the author September 1963 for publication as an ASD Teclhinical
Daocumentary Report.
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A zet of differences, designated as D, s, botween successive Vs may be created by
g the absolute difference between cach V and its immediate predecessoer. Fach 1, is
a composite of true information plus or minus a random error. The 1, ’s are, obviously,
not completely random but only partly so. :

The true information in cach D, is always a difference between the trie information in
two V's, whereas the random error in each D, may be either the difference or the sum of
the random ervors in two V’s, depending upon their signs. Since the D, ’'s are smaller
than the V's and contain the sums and differences of original random crrors, it seems,
intuitively, that the content of randomness In the Dy 's is greater than in the Vs. Treating
the Dy 's as random, the average, Dy, is fournd and deviations, d,’s, from D, are found and
squared.

Table 2 shows the results of these compurations, including squared standard deviations.
Ateributing to the d, 's a Gaussian distribution on both sides of D, , the well known equation

I3

3
20,
S -

VI o2

Py

is Invoked to state the probability of the occurrence of any d, .

Again using the data of Table 1, another set of differences is created, designated as
D;’s, by taking the absolute difference between each V and its second predecessor. The
properties of the Dy ’s are shown in Table 2 with those of D, 's, D,'s, and D, ’s. Likewise,

siates the probability of the occurrence of any d,.

Table 2 presents four sets of differences. It shows that D, >D,>D,>D, , and that g, >a, >
7,>0, . (Compare the presence of a trend in magnitude of D's with the absence of a trend
in the rolling of a cubical die. Complete randomness in the die rolling results in: 0, -D,~
DaﬂD‘,,—-Dn—'l.gfla} --- with increasing number of rolls.)

Let Wm be the weight assigned to the V corresponding to the median, L of an odd
nber of successi 's. Thet = 5 = )

number of s ssive t's. Then (Wm+4 Wm—‘L)’ (Wm,_3 Wm—.B)’ (W

(W

/ W
wmil’ W m+2’ " mtd’
of assigning decreasing fractional values to W

m+2 Wm—2)'

el s Wm—l) to be consistent with o, >0y >0, 0. If Wm is ausigned a value of 1, then

and Wmi4 should be fractions of decreasing size. A systematic way

W S W,V
mel® Tma2t Tmad’ Vmi—c}
respectively with Py, P., Pa, and P, and to calculate the latter with characteristic and
correspending values of dy, d., d; and d,, and g, 03, 0y, and a,.

ig to cquate cach

Now the comparable Influences of Oy, Oy, O3, and o, could be shown by calculating P, ,
P, Pa, and I, for the same value of d, i. e., take d, =dy =ds =d,. But such a demonstra-
tion would not utilize the influences of D,, D., D, and D,. To utilize them, simply take
dy =Dy, dy =D, da =Dy and d, =D,. It is infercsting to note that the resultant P, is the
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probability that 1D, =0, i.e., two immediately successive V's are equal. Likewise, P, is
the probability that tvwo sccoudly successive V's arve equal. Table 2 contains values of
P,, P,, P, aud P, which are, of course, fractional and progressively smaller. These are

2 used as va 3 for W -y fLIH in the caleulation of weizghred
now used as values for Wm;tl’ !m:t2' WmiS’ nd Wm;t4 1 the g
means.

] a resents values fo o, and . As an example, the

Table 2 presents values for wmil' Wmiz’ wmi& Wmirl { ple,

weightad mean of Va,, Vas, and Vg, is found as follows:

- 101.0 + 0.0960 x 104.1 + 0,0960 x 109.4
(o1s 325 m) = 1.0000 + 0.0960 + 0.0960

_101.0+20.5
T 1.1920

I

101.9

101.0+20,5+0,0586 x103.6 +0.0586 x111.0
1.1920 + 0.0386 + 0,0586

101.0+20.5+12.6
1.3092

Likewise, Viss, ays 59233, a4) =

102.4

QPTIMUM BASE FOR MOVING MEANS

Obviously, a method of assigning weights does not answer the question of how many
weighted data to include in each moving mean. A collection of moving means based on erroxr
Iaden data is smoother than the original data because the means are smoothed by the can-
celling tendency of positive and negative random errors. But as the number of data in-
cluded in ecach mean is increased, the number of means is decreased. The process could
be carried to the vltimate absurdity of converting the whole collectien into only one mean.
To study the effect of using different numbers of data in weighted moving means, four
colutnus of means arc presented in Table 3. The weighis used are, of course, Py, Ps, Pa,
and P, from Table 2. The root mean square (not standard deviation) of the differences,
A's, between consecutive V's in each column is calculated. The root mean square derived
from the data of each column is a measure of the total dispersion of those data. Hence,
decreases in root mean square represent sinoothing of data which, in turn, represents
reduction of random error. Table 4 shows that broadening the bage of averaging achieves
only progressively smaller improvements in smoothing.

Returning to the data of Table 3, each value of Viii is subtracted from the correspond-
ing value of Vi on the assumption that each Viii contains less random crror than the
corresponding Vi' If welghted averaging had accomplished only random error reduction,

the sum of all remainders would be zero, since the total of positive random crrors should
equal the total of negative random ervors. However, the total is ~0.6, which iadicates that
Viii values are slightly tco high, The operation is repeared with values of Vv’ Viii' and Vix’

and the results are shown bhelow:
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(v, - V) = 0.6
(v, -V, )= -0.6
(V, - V)= -16
(v, - V) = 27

i Viii and VV values are slightly too high, the values of Vm are more than slightly too
high and those of Vix are even higher. Now recalculated data values that are 1oo high

repreegent loss of information, Therefore, broadening the base of the weighted moving
mean increases loss of information. As just shown, the methed provides a relative loss
of information indicator. Data may be smoothed as far as one wishes to pay the price.
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TABLE L
TIaE OBSERYVATION TIMIE OBSTERVATION
' R Y N t Vv
1 86.8 21 71.0
. 2 88.5 22 70.4
3 90.2 23 71.5
4 487.8 24 78.8
5 85.4 235 81.9
6 86.2 26 81.1
7 87.0 27 80.3
8 86.5 28 77.8
9 86.0 29 93.0
10 85.0 30 103.6
11 83.9 31 104.1
12 84.2 32 101.0
13 77.1 33 109.4
14 74.2 34 111.0
. 15 71.0 35 109.0
16 72,1 36 110.0
17 72.9 37 106.9
18 72.0 38 107.6
19 73.6 39 110.3
20 73.0 40 113.4
41 112.5
42 113.1
* 43 114.0
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TABILE 2

‘ .Span Of,l,) in N D D L o7 a P

Mme Intervals - I
1 42  102.2 2.4 379.96 9.2673 3.0  0.0960 A
2 41  163.8 4.0 935.78  93.395 4.8  0.0586 Wm_LO
3 40 209.7 5.2 1,319.37  33.830 5.8  0.0160 = Wm-t;}
4 39 256.3 6.6 1,520.93 40.024 6.3 0.0306 = Wnu—4
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TAGLE 3

Oricinal Wely hth Yelohiod Weightad Welghted
Time D;ta D.:f{r:ﬂn of }._Ic-an of Mean of Menn of
3 data 3 data 7 dara 9 data

k Vi Lt Yy Vi ix
L 86.8

2 88.5 88.5

3 90.2 59.8 89.5

4 87.8 87.8 87.8 87.8

5 85.4 85.7 85.9 86.1 86.1
6 86.2 86.2 86.3 86.4 86.4
7 87.0 86.9 86.8 80.7 6.7
8 86.5 86.6 86.5 86.4 86.4
9 86.0 86.0 85.9 85.9 80.7
10 85.0 85.1 35.1 84.9 84.6
11 33.9 84.1 83.8 83.6 83.4
12 84.2 83.6 83.3 83.0 82.8
13 77.1 77.4 77.5 77.5 77.6
14 74.2 74.2 74.5 74.8 74.9
15 71.0 71.3 7L.0 72.1 72.4
16 72.1 72.1 72.1 72.3 72.6
17 72.9 72.7 72.7 72.8 72.8
18 72.0 72.2 72.3 722 72.2
19 73.6 73.4 73.3 73.2 73.0
20 73.0 72.9 72.7 72.7 72.8
21 71.0 71.1 71.3 71.5 7.3
22 7.4 70.6 71.0 7.5 718
23 71.5 72.1 72.5 72.8 73.4
24 78.8 78.3 78.3 78.1 8.0
25 81.9 81.6 §1.1 30.6 0.7
26 81.1 81.1 8.9 31.0 81,3
27 80.3 80.2 80.3 81.5 11,8
28 77.8 79.2 50.4 8.3 41.7
29 3.0 92.6 02.6 92.4 92.0
30 103.6 102.8 L 101.6 101.1 100.9
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TABLE 3 (Cont’d)

N Original Weighted W eightcc} Weighted Weighted
Time Data Mean of Mcan ot Mean of Mean of
3 data 5 data 7 data 9 data
t Vi Viti Vy Voti Vix
31 104.1 103.8 103.5 102.9 162.5
32 101.0 101.9 102.4 102.4 101.9
33 109.4 108.9 108.7 108.6 108.2
34 111.0 110.8 110.3 110.0 109.7
35 109.9 110.1 109.9 109.5 109.3
36 110.0 109.8 109.8 109.8 109.7
37 106.9 107.2 107.5 107.8 107.9
28 107.6 107.8 108.1 108.3 108.5
39 110.3 110.3 110.3 110.4 110.5
40 113.4 113.1 112.8 112.6
41 112.5 112.7 112.7
42 113.1 113.1
43 114.0
TABLE 4
Root Consecutive Total
Ovservaons x| Ta | e | Decrenoof | buerense
Orlginal, \f'i 42 | 628.60 3.869
Weighted Av of 3 Data, viii 40 495.09 3.518 0.351 0.351
Weighted Av of 5 Data, Vv 38 403.03 3.257 0.261 0.612
Weighted Av of 7 Data, Vvii 36 346.65 3.103 0.134 0.766
Weighted Av of 9 Data, Vix 34 | 321.30 3.074 0.029 0.795




