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ABSTRACT

A practical method of determining measuring system requirements for
instrument low visibility approach is presented. The method is made to
depend on system analysis of the airplene, its control system, and the
guidance sysiem, as well as on atmospheric turbulence inputs and radio
guidance system fluctuation noise. Requirements on the system are set
in terms of a low value of the accident exposure multiplier which is
related to the probability of & missed approach in the assumed environ-
ment.

The application of the method is demonstrated in connection with
two examples: manual-flight director approach in the A-TD attack
airplane, and automatically coupled spproach with an advanced "windproof"
flight control system in the DC-8 transport aireraft. The results,
ineluding particularly the implied requirements on scan rate for a
gcanning beam instrument low visibility approach system, demonstrate
the interccnnections between scanning rate, flight control, and overall
system performance.
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Total steady state true airspeed
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UK, 5 pSUg(CL - Cnx)/Em in dimensional units of
(length)(time)-2

pSU§(~cDB)/2m in dimensional units of (length)(time)
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e -
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pSVp b Cyr/hm ; 8lso transfer function of a yaw
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The value of a real zero multiplied by (-1); damping
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Zu - Tu sin go
pSUo(- Cr,, - Cp)/2m in dimensional units of (time)™

pSc(- €. )/4m , dimensionless

Ly

Instantanecus angle of attack, w/UO under no wind
conditions
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of principal axis
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Steady state flight path angle

Scanning beam angle in elevaticn for a terminal site
measuring system

Nominal glide slope elevation angle
Direc delta funection

Control surface deflection, particularized by subscript;
also normalized lower bound on the domain of TIg: To/Ts
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Incremental prefix; also Afs)

Dencminator of airframe transfer functilons; charscteristic
equation when set equal to zero

Denominator of the lateral transfer functions; lateral
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Denominator of the longitudinal transfer functions;
longitudinal characteristiec equation when set equal
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Sampling coherence determinant of stability in the mean-
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Incremental error

Pitch flight director error presented on the horizontal
pointer
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pointer

Damping ratio of linear second order system particularized
by the subsecript

Effective dwell fraction, Tde/Ts’Of the pilot's eye
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Steady state pitch angle of the X axis with respect
to the horizontal direction

Tatersl course angle of the aircraft in a horizontal
plane; wavelength; a dummy variable

do/R
vo/R

A directly controlled airframe motion quantity
Inclination of the thrust line with respect to the

X axis in the plane of symmetry (positive for negative
7 forece)

3,14159
Mass density of air
Probability density function

Mass density of air at sea level

Standard deviation of a stochastic variasble, often
particularized by a subgecript; the real portion of
the complex variable ¢ = g + jwo

Time delay

Humen pilot's effective time delay, including transport
delays and high frequency neuromusculasr phase lags

Roll angle, (cos 7o/p dt - sin 7ofr dt) in rectilinear
flight; polar phase angle of a complex variable

Power spectral density, often particularized by a
subseript

Perturbed heading angle of the X axis with respect to
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Crossover frequency

Undamped natural frequency of = second order mode;
particularized by the subscript

=1
Circular frequency in dimensions (rad)(time) , often
particularized by a subscript

Pilot's eircular scanning frequency, 2nfg

Average parafoveal to foveal gain crossover frequency

ratio, wcp/wa

Special Superscripts

*

Special Subsgcripts

Impulsively sampled value of a continuocus funetion of
time

Degrees

Roll control, e.g., aileron; accelerometer; actuator
Lateral acceleration

Normal acceleration

Absolute (altitude)

Actuator

Bandwidth

Integral bypass

Crogsover; controlled element; command

Dutch roll; dwell intervael; glide slope displacement
Error; effective velue; pitch control, e.g., elevator
Filter; foveal; flap

Flap
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Atmospheric gust, when affixed to u, v, w, p, q, r, in
particular, denotes corresponding component of air
mass velocity

Gyro

Altitude

Command input; index; input-correlated

Initial condition

Incidence of the horizontal tail (stabilator)

lag

Index

Index

Index

Lead

Margin

Index; remnant

Heuromuscular

Steady-state; trimmed (equilibrial) condition; periodic

Human pilot; phugoid; parafoveal; particular (fuselage
station); roll rate

Roll rate component measured by & tilted yaw rate gyro
Yaw control, e.g., rudder; yaw rate

Roll subsidence

Spiral mode; sample; scan; windshear

Short period

Throttle

Thrust

Airspeed

Steady wind
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WO Washout

x Crossfeed

¥y Lateral displacement
8 Piteh angle

V] Roll angle

¥ Heading angle

Mathematical Symbols

() Real factor (s + X) of a polynomial in s

[t; w] Quadratic factor [s2 + 2Lws + of] of a polynomial in s

< Lesg than

> Greater than

< Less than or equal to

> Greater than or equal to

<< Much less than

>> Much greater than

# Kot equal to

= Approaches; approximﬁtely equal to

= TIdentically equal to

- Fed to; approaches

=> Tdentified with

- (Vinculum) average value; integrated value
(Raised pericd) d4/dt
(Dieresis) dE/dt2

d Differential operator

e Naperian base, 2.71828 ...
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SECTION I

INTRODUCTION

_ This report presents the results of an analytical investigation of
measuring system requirements for instrument low-approach. It demon-
strates the application of a general dynamic system model for aircrafi
low-approach operations so as to compute mathematical measures of
performance, safety, and pilot acceptance which are appropriate to the
determination of the requisite characteristics of the measuring system.
(As distinet from the control system, the measuring system is here
understood 40 comprise those elements of the landing guidance and control
system which determine translaticnal airecraft motion variables in earth-
fixed coordinates.) The model is analyzed in connection with two
typical aircraft together with their control systems so as to determine
the varisbles to be measured, data rates required, and the Influence of
noige and biag errors in the measurements. The disturbing influence of
wind gusts and is taken into account, and indeed ig shown to be one of

the principal determinents of performance.
A. PURPOSE OF THE INVESTIGATION

The United States Air Force has underway a program for the develcpment
of a tactical landing system {TACLAND) whose ultimate performance goal
is to provide guidance information for zero visibility letdown, approach,
go-around, flare, touchdown, roll out, take-off and climb ocut. The
system will ultimately be used for all types of USAF aircraft (from
VTOL to large supersonic) and at all types of bases from forward and
combat operating bases to main permanent bases. Furthermore, it is
intended that the development should ke coordirated with national
efforts to define a standardized replacement for the existing instrument
low-approach system {e.g. the work of the Radio Technical Commission
for Aeronautics Special Committee 117). An interim performance goal is
to provide guldance information for low-visibility take-off and landing
under weather minimum conditions of a 100 ft ceiling and 1/b4 mile

forward visibility. This interim goal would be substantially satisfied



by the achievement of & successful instrument low-approach capability.

While there have already been a number of "system" studies of
TACLAND (Ref. 1 - 6), these have been primarily concerned with the
characteristics of the ground-based equipment, and have, by and large,
failed to address themselves directly to the question of the require-
ments and/or limitations which may be imposed on the measuring subsystem
by the dynamicg of the aircraft and their control subsystems, in response
to commands and disturbances. Indeed, the whole question of what
constitutes "successful" system performance may be a matter of debate,
yet it is precisely at this point where we must begin, if we wish to
distribute the error budget and to rationally determine specifications

for subsystem and component performance.

The overall low-approach {or landing) system includes many elements:
ground-based landing alds; airborne guidance equipment; communication,
navigation, and identification channels; the aircraft; the flight
control system; pilot (and flight crew); displeys, etc. Performance
of the overall low-approach system depends on the interaction smong
these components. Because of the tremendous variety of aircraft and
control system dynamicg, piloting technigues, manual or automatic flight
operations, envirommental conditions, and so forth which may be involved,
the overall low-approach (or landing) system in which TACLAND is to
play a part is enormously complex and varied. Generally, however, we
ray divide the system into two principal functional parts, the measuring

systen, and the control system.

The measuring system performs both sensing and guidance functions as
needed to determine the course to be followed by the aircraft. The control
system utilizes this guidance information to determine, develop, and apply
appropriaste forces and moments to the aircraft to execute the guidance
commands. The measuring system is used to make such outer loop and/or
low frequency measurements as position, altitude, glide path, distance,
range rate, and flight path angle, using equipment which may fall into
the categories of ground-based landing aids, airborne guidance equipment

or ICNT (Integrated Communication Navigation and Identification) gear.



In this separation of functions and equipment the control system would

include the airecraft, the flight control system, pilot, and displays.

As & practical matter the tactical landing system is essentially
the measuring system as defined asbove. To determine meaningfui,
detailed performance specifications for the measuring system requires
an allotment of the totel system errors and a reflection of the overall
system performance into the measuring and control subsystems. To
accompligh this actually requires a detailed quantitative appreciation
of the relationships between subsystem and overall system performance;
but this is not presently available. Consequently, a need exists for
orderly procedures to analyze subsystem requirements based upon specified
overall landing system requirements. This leads to the essential purpose

of the investigation reported here. I3 is:

To develop and demonstrate an crderly method of analysis
for determining measuring system requirements and for
analyzing the interactions among the wvarious elements

of the measuring and control systems.

If this purpose is accomplished, it will be possible to analyze the
effects of changes and Ilnterplay among the variocus elements in the total
low-approach system. From the appreciation and understanding gained
thereby, requirements can be established for the characteristics of the
ground-based signals and their conversion to airborne control commands.
This is a key item of system analysis support for TACLAND preliminary
design. It is, however, only one element of several leading to the
development of TACLAND performance specifications. As illustrated in
Fig. 1 the investigation reported here covers the first block and a
portion of the second with respect to the approach phase of the landing
process. From the "Landing System and Subsystem Analysis Techniques”
development the outputs are "Procedures" and "Measures.” The "Procedures”
cover system and subsystem analyses leading to estimates of measures fTor

system and subsystem performance, safety, and pilot acceptance.
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B. SYNOPSIS OF THE ANATYSIS

The three part system model and procedure of Ref. 7 have been
adapted to the purposes, described sbove, of the TACLAND measuring
system requirements investigation. The three parts of the oversll model
are the dynamic system model, the performance measures and the probability
tree outcome model. Each of these three elements is briefly introduced
here, and the analytical procedures are described in terms of the flow

diagram of Fig. 2.

The dynamic system model comprises the elements necessary to

perform the steps enumerated as C) to C) in Fig. 2.

Functions to be performed during the approach phase, for our
purposes, consist primarily of capture and tracking of the localizer
course and glide slope down to the decision height. (Capture of the
localizer may typically take place 10 - 30 mi from the runway threshold
and, in the present instance, the decision height will invariably he
100 ft.) Although there are other functions to be performed during
appreach, such as checklists, flap and landing gear extension, communi-
cations, etc., these aspects of system operation are beyond the scope

of the present dynamic system model.

The airplane dynamics are represented by linearized, perturbation
equations for the motions and the guidance system kinematics. The
linearization is for trimmed flight in the neighborhood of the localizer
course and the glide slope. As particular examples, the A-TD, a
single-engined jet attack airplene, and the DC-8-60, a large Jet
transport, were selected to illustrate the application of the method

in the investigation reported here.

Definition of the feedback control arrangements was sccomplished in
two different ways to show the gcope of the procedure. The actual
dynamics of the longitudinal and lateral primary control systems in the
A-TD were accepted as limiting factors in its low-approach performance,
and mamial control of the approach, using a flight director, was taken

t0 be the interesting mode of operation. BSynthesis of the steering
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laws for the flight director was constrained to the system configuration
of the AN/CPU-BOA Tlight director computer installed in the airplane,

but an attempt was made to select gaing and time constants whieh would
yield good approach performance with low pilot worklocad. 1In the case

of the DC-8, an advanced, high performance sutomatic pilot and approach
coupler were assumed in & deliberate effort to show how the demand for
very good approach tracking performance might impose severe requirements
on the measuring system. On the other hand the performance was restricted
in such a way that, for example, the control motions would be acceptable
to the pilot.

Inputs to the system, comprising winds, wind shears, random gusts,
pilot remnant in the case of manual control, and guidance system noise,
were selected from among the best sources availeble to be typical or
moderately severe. In all these cases, however, definitive data are

very hard to come by.

Step C@ in Fig. 2 is straightforward. It involves the computation
of performance metrics, such as the mean and standard deviation of
deviation from the glide slope in the presence of wind shear, random
gusts, guldance system bias and radioc ncige. Under the assumption of
Gaussianly distributed gust velocities and noise, and with deterministic
winds and shears, with linearized closed-locp aircraft guidance and control,
these calculations, in effect, yield the probability density functions of

any of the aircraft motion varisbles of interest.

Steps 567 and ij? are at the heart of the definition of approach
"success" in terms of performance, safety, and pilot acceptance. For
reasons which are fully developed in the body of the report, critical
valuegs of the variables are defined in terms of the dimensions of the
Cat IT "window" with the subsidiary conditions that, during the approach,
aircraft attitude angles and control deflections not be "excegsive.”

Then the principal figure of merit for the system is defined to be the

probability of passing through the window on any given approach.

Low-vigibility landing categories defined by the International

Civil Aviation Organization (ICAO), are determined by reference to the



minimum runway visual range (RVR) and decision height (DH). Decision
height is a height above the runway elevation below which the pilot

may not descend in the absence of adequate visual references to land.
Without these he must initiate a missed approach at the decigion height.
Category IL-B conditions correspond to a EVR of 1,200 ft and a decision
height of 100 ft. (Note that these conditions closely approximate the
conditiong appropriate to the interim goal for the TACLAND system
development.) Furthermore, it is recommended that a missed approach be
executed 1f the airecraft, at the decision height, is in a state which
devietes by more than specified amounts from the nominal or reference
condition. The specified amounts define the dimensions of the Cat TI
window. These are iliustrated in Fig. 3. The permissible normal deviation,
A = 112 £, and lateral deviatlon, Ay = 272 ft, are limits recommended
by American and United Airlines for Cat II operations. They corresnond,
at 100 ft, to 1 "dot" of glide slope error and to 1/3 "dot" of localizer
error on a standard ILS. The permissible airspeed deviation,

AAS = 15 kts = #8.45 ft/sec, is a "guesstimate" by several airline

pilots as to an acceptable number for Cat IT operations. (Ref. 7)

Other limits, such as the choice of what would constitute "excessive"
attitude angles or control deflections, could not be made quantitative
on the basis of present knowledge. They were finally and fuzzily set

on the basis of rough judgment.

Ultimately, at Step 8 , the results from Steps 5 and 7 are used

in a probability tree outcome model to compute:

¢ the probability that an approach wlll pass through
the window {performance)

¢ the number of approaches required to land, given
an arrival in the terminal area (safety)* and to
estimate:

® the probability that attitude angles and control
deflections will not be considered excessive
{pilot acceptance)

* The reasons for this choice of a figure of merit are developed in the
body of the report.
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The result of a1l this then is a set of performance metrics and outcome
probabilities for a specific aircraft guidance and control system arrange-
ment subjected to a given input and disturbance environment. Variations
on the system can be tried in a way which makes their effect cleay and

this provides a route to the formulation of requirements. (See Fig. 1.)
C. OUTLINE OF THE REPORT

The organization of the remainder of the report follows the flow

chart of Fig. 2 and the discussion above.

Linearized equations of motion, as well as geometrical, inertial, and
dimensional stability derivetive dsta for the two example aircraft are

presented in Section IT,.

Section ITI discusses feedback control arrangements for approach
guidance in four parts under two headings. First longitudinal-verticsal
control is considered in general terms, and then the exposition isg
speclalized to the cases of manual-flight director control of the
A-7D and advanced sutomatic pilot control of the DC-8-60. Next lateral-
directional contrel is, in turn, considered in general terms, and,
again, the development is made specifiec in connection with both manual
flight-director control of the A-TD and advanced automatic pilot control
of the DC-8-60.

System inputs are described in Section IV, and the sctual choice
of mathematical models for winds, wind shears, gusts, beam anomalies
and bias errors, fluctuation noise, missed sample effects, and human

pilot remnant are recorded there.

The formulstion of appropriate measures of performance, safety and
rilot acceptance is accomplished in Section V. ITmmediately thereafter,
in Section VI, the background for the computation of these measures is

explored and the results of the computation are displayed.

Section VII addresses itself to the computation of the probabilities
of the cutcomes of an approach and presents the results for the examples

of manual ~-flight director and automatic pilot controlled approaches.

10



Insofar as they are revealed by only the two examples which were
analyzed, the principal implications of the results with respect to

requirements on the measuring subsystem are dealt with in Section VIII.

Conclusions which were drawn from the investigation are summsrized

in Section IX.

A series of Appendices to the report presents certain details of the
analysis which are necessary for a complete understanding of the work
which was done, but which would interfere with the continuity of the

body of the report if they were included there.

11



SECTION II
ATRCRAFT DYNAMICS

The controlled element for the landing approach task actually inecludes
the airframe and the flight control subsystem. In the investigation
reported here two different alrcraft together with their control systems
were considered es examples. These were the A-TD, a single-engined
attack airplane and the DC-8-60, a large jet transport. This Section
conveniently presents the dynamics of the example aireraft without
stability augmentation. Later, in analyzing the A-TD flight director
for menual guidance and control, we shall represent the actusl manual
"control augmentation" subsystem which modifies the dynamics of the
alrframe as a portion of the feedback control arrangement. Consideration
of the automatic flight control system for the DC-8 as a portion of the

feedback control arrangement is straightforward.

Each of the example aircraft can be adeguetely represented in the
(trimmed) landing approach flight condition by ordinary linear
differential equations of motion with constant coefficients (Ref. 8).
This is because the approach task itself is one of regulating against
disturbances from & desired rectilinear path in space, and the changes
in altitude do not importantly change the flight condition. The
linearizaticon permits the efficient and powerful methods of system

transfer function celculations to be applied subsequently.

In steady {trimmed) rectilinear flight the {linearized) differential
equations of perturbed longltudinal, verticel and pitching motions can
be separated from the equatlons describing the lateral, rolling and
yawlng motions. All these motlons are then described by two sets
of three simultaneous differential equations. The two sets are

respectively termed "longitudinal" and "lateral."

In the process of linearization, the choice of the 1nitial (trimmed)

orientation of the body-fixed axis system Is made for convenience.

The Laplace-transformed longitudinel set of equetions is displayed
in Teble T in "body" exes with zero initial conditions (Ref. 9). These

12
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equations are directly suitable for the expression of transfer functions.

Table IT presents the Laplace-transformed lateral set of equations
in "body" axes (Ref. 9).

The equations in Tables T and TI may be simplified by initially
orienting the body axis system to make Wo = O. 8Such an orientation
results in a "stability" axis system for which the X-axis in the
steady state is collinear with the trimmed velocity, which may be
initially inclined with respect to the loeal horizontal plane at the
flight path angle 7,. Sinee 8, = y, + o, and &, = arctan WO/UO = 0,
8, = 7, for "stability" axes (Ref. 8).

The equations in Tables I and IT are especially adaptable to approach
studies. For example, the vertical speed at the center of mass (h)
and at a fuselage station which is a distance Xp positive forward of
the center of mass (BP) may be converted to variables representing
glide slope beam rate by substituting (90 - TO) in place of 90 only
in the equations for h and Ep, i.e. in the fourth and seventh rows.
(The distance xp igs convenient for representing a forward glide slope
receiving antenna location with respect to the center of mass.) The
acceleraticn of the aircraft center of mass with respect to the loealizer
course may be found from the equation for X in Table II by substituting
{8, - Ty) in place of € - and by multiplying the entire equation by V-
Lateral acceleration with respect to the beam at an antenna location a
distance !X positive forward of and a distance EZ positive below the
center of mass may be found from the equation for aéT) by omitting the

gravitational acceleration, i.e., by substituting g = O.

Transfer functions for the response, &, to control or disturbance

inputs, 8, are written in the form:

g(s)  WE(s)

&5(s) As)

£

The numerator Na(s) is obtained from the Laplace-transformed equations

14
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of motion by Cramer's rule. The denominator is the (characteristic)

determinant of the coefficients of the dependent variables.

Coupling numerators which appear in multiloop analysis (Ref. 8, 10)
depend on two response and two "control" variasbles, one of which may be
a control input and other either an sdditional control or a disturbance.
The coupling numerator is found by a process analogous to Cramer's rule
in which two columns of the characteristic determinant, 4, (associated
with the two response veriables of concern) are respectively replaced by
the columns of coefficients of the two inputs of concern. The awkward

EqE
but descriptive symbol Nalag is intended to suggest this replacement.

Numerical values for the coefficients of the eguations in Tables T
and IT and for the polynomial factors of the characteristic denominators,
numerators and selected coupling numerators are presented in Tables III
and IV. Table III is for the A-TD airplane alone and Table IV is for
the DC-8 airplane. Appendix A presents a simplified equivalent repre-
gsentation of the A-TD pitch axis manual control system with "control
augmentation." Explanatory notes show how to interpret the arrangement
of the results in the tables. Thege results will be used in analyzing
the feedback control arrangements to be discussed in Section IIT which

foilows.
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TABLE IIT (cont'd)

LONGITUDINAL TRANSFER FUNCTIONS FOR THE A-TD IN LANDING APPRCACH CONFIGURATION

Abbrevisted notation is used for polynomial factors in root locus form:
Real factor (A) means {s + 1)

Quadratic factor [t, ©] means [s% + 2tws + oF)

Denominator
FAN
Numneretors
BiT Control Input
]
Naymp
A
iT
wd
Bim
u
i)
By
&pg Contrel Input
u
N
Oy

Coupling Numerstors

1]

[0.114, 0.164][0.353, 1.668]

-3.854(0.601)(0.082)

28.01(%.957) (4. 477)(0.029)

h u
N - TN
Byp O Byp

-2.333(-19.649)(1.726)

15.%2(-0.043)10.358, 1.671]

-59.02(0.621)

Le8.9(k.982)( -4.519)
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TABLE III {cont'd)
LATERAL TRANSFER FUNCTIONS FOR THE A-7D IN LANDING APPROACH CONFIGURATION
Abbreviated notation is used for polynomial factors in root locus form:

Real factor (A) means (s + 1)

Quadratic factor [C, aﬂ means [52 + 2tws + d?]

Denominator
A = (2.527)(0.037)[0.094, 1.869]
Numerators
aa Control Input
N5, = 0.2h51(2.282)[-0.782, 3.123]
Ng; = 14.4[0.205, 1.759]
W - -0.02583(9.793)(-7.476)[0.102, 1.698]
a
2y A
| = Vu N
s aa TO 6&

5. Control Input

0.0453%( -2.475)(2.272)[0.531, 2.699]

P b

Ngr = -1.765(2.53)[-0.003, 0.6L45]
N = 2.512(-2.549)(2.323)
Coupling Numerators
Ngagr = 26.,03(0.191)
Ngagr = 0,0%:46(-8.0%4)(11.963)
Ngag = 0.7178(2.832) (-2.)k7)
r
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TABLE IV {cont'd)

LONGITUDINAL TRANSFER FUNCTIONS FOR THE DC-8 IN IANDING APFROACH CONFIGURATION

Denominator
A = [0.10,0.167]}{0.626, 1.231]
Numerators
8¢ Control Input
Nge = —1.258(4.03)(—%.082)

N, = —9.25(23.34)[0.107,0.198]
No, = -0.9151(0.101)(0.646)
N, = 9.239(0.042)(~3.607)(k.397)

N, = 9.25(0.035)(-3.606)(%.396)

ug Gust Input w, Gust Input
Ngg = 0.0373(1.543)[0.599, 0.857] N%g = —0.1360(0)[0.486 , 0.795]

N{‘Ig = 0.283(0)(0)(0.59%) I\I:g = 0.3498(4.379)[0.118 , 0.166]
N}, = —0.0002406(0)(5.k2k) Ny = —0.001755(0)(<1.475)(~0.000k6k)
N{'}g = -0.2845(0.007)[0.386 , 1.027] Nf}g = -0.7425(1.243)[0.081 , 0.214]
Nég = —0,283(0)[0.384, 1.025] nf,i,g = —0.75(1.234}[0,091, 0.214]

Cou;plini Numerators

Ngegg = —0.03413(1.751)

Ngeﬁg = -0.2612(0)

Ngeﬁg = 0.345(1.102)(22.243)
Nge‘,,ig = 0.1225(0)

Ngegg = ~0.01624(0.092)(39.955)

Nggwg = —1.258(~0.696)(23.626)
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TABLE IV (cont'a)

LATERAL TRANSFER FUNCTIONS FOR THE DC-8 IN LANDING APPROACH CONFIGURATION*

Denominator

A = (1.176)(C.041)[0.116, 0.725]

Numerators

85 Control Input

m, = 1.13(-0.001)[0.277, 0.626]
Ng& = -0.56%(0.283)[0.023, 2.279]t

Ns, = -0.0%3277(~1.363)(1.315)

N% = 0.01216(13.143)[ .196, 0.606]

Vo
h's O
W - =Sy
8. = 2 o,
r
NW _ Naa
B cos&xo-+ 70)8

Coupling Numerators
w -0.4158(0)({0.058)

o
o
o
H
I}

N 3. = 0.03503(0.977)(-0.720)

-0.001016{ -57.553)

=
o H
o >
I

&y Control Input

M, = 0.159(-2.313)(1.29)(-0.001)
Ngr = -0.368(1.176)[-0.086, 0.386]
NgY = 0.738(3.58)(~1.729)(1.155)(-0.109)1

N, = 0.031{-1.095)(1.263)[0.46, 1.227]

Ng Y = 0.83u4(3.726)(-1.759)(-0.002)+

alr
WTsh = -0.01747(-1.505)[0.785, 5.41974
N§a§¥ = -0.2316[0.07, 1.826}

* Abbreviated notation is used for polynomial factors in root locus form:

Real factor ()) means (s + 1)

Quadratic factor [¢, w] means [ + 2tus + af ]

+ Accelerometer location 17.2 ft forward of c.g. @ 25.2% MAC
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SECTION III

FEEDBACK CONTROL ARRANGEMENTS

A. LONGITUDINAL-VERTICAL CONTROL

A block diagram of a typical longitudinal-veriical approach measuring

and control system is shown in Fig. L.

At the top of Fig. 4 & distinction is drawn between the measuring
subsystem and the control subsystem, although the boundary may be
arbitrary and possibly subject to interpretstion. As 1llustrated,
however, the measuring subsystem emphasizes the {continucus or sampled,
radio or radar) transmission of guidance data from a terminal site
on the ground together with the airborne decoding of these data into
commands for the control subsystem. In Fig. 4 the radiated guidance

reference path is termed the "Beam Command."

Consider that the approach path is intended to be rectilinear.
Then the beam command dy will be identicelly zero and the guidance and
kinematic relationships reduce to their simplest form. In these circum-
stances a noise~free glidepath signal would be directly proportional to
the perpendicular error from the beam, d., l.e., }g= de/R. The variation
with range gives an increased sensitivity as the aircraft approaches the
aiming point. In contemporary low approach and landing systems, the
time-varying gain introduced by the range variaticn is undesirable for
stability, monitoring, and precision of control. Consequently, its
effect is removed in the computer by changing the gain of de with
range (or altitude or time, which are roughly equivalent to range when
on a constant speed approach down & straight path) during the final

portions of the approach.

Besides the function of range de-sensitizaticn, the receiver/decoder/
computer combination serves to democdulate the ground transmitted glidepath
signal, reconstruct the signal if it is sampled (as with a scanning beam
system), provide smoothing, and send an ﬁc control command to the control

subsysten.

23



yoroaddy sSueTd TEOTFISA JLCJ WRYSAg ToLjuo) pue JULINSEI

*f OINBTH

SVn * paadsay

1Yy

+]

10143

wayskg puoLLd 4
-]
|
K1jawoag
IS
(oUW ay
(SSHDULIOUYY)
asION

juapuadapuj - abuby

(o49'Buimopoys * syubj|§19AQ0)

$32UDqJNysi(
2y4aubowiol}os|3

PUDLILLIOY jpubis
~ovn al40IY | paadsiiy yodopiio
llhm (gB149aS)[ — 2svp PaNS%Y
. Zp SoIDUAQ sowoyny | puowwon| Py \
B uo}§n.iafaaoy 310 ' v (044u0] B«:a,wou
06 PNy ~Te | /PP = | epoveq [T LH
24Dy pup Y4id| ajoiyap [ONUD ’ Janpiay 4y
Y*340Y SpNiY J0IDAR|T| 13j|014u0) SSI0N BAIBIaY
- - ag puD UoCHDNLIN] 4
pjuawaoojdsi(] wWoag ‘$3||pwiouyy)
asIoN
* * % * * # * juapuadaq-abupy
SpmiMps By Bp Brespimp  Hay sy Uy ip,
$30UDQ4N}SI] Jupuway 4ojid
o1iaydsowy puo vw.w::mcowz

- WBJSASONS [0I4U0Y)

asION Josuag

-

waysAsqng Bujinspap




The measuring subsystem has three important, unwanted guantities.
Two are noises, conveniently divided into range-dependent, n,., and
range-independent, ny, quantities. The noise, n,, represents those
quantities which are approximately stationary when represented as
angles (hence, range-dependent), whereas o, represents noises which
are approximately stationary when represented as lengths (hence,
range-independent). Range-dependent noise includes the effective
receiver noise, which tends to have a constant RMS value and thus is
largest relative to the desired signal at the longer ranges. Cther
examples of range-dependent noise are the anomalies in the glidepath
beam due to multipath transmissions from side lobes. These are ingig-
nificant at long ranges, but can become troublesome at short ranges
where the side lobe power and hence its multipath transmission becomes
more gighificant. An example of range-independent noigse might be main
beam rmultipath transmissions. In the vertical plane these are caused
primarily by fixed structures, changes in ground reflection coefficients
due to stratified wet and dry layers in the ground ("fixed" for a particular
approach), and other deviations of the ground plane from an ideal
reflecting surface where the ground reflecting surface is fundamental to
the measuring system as in VHF-UHF TLS. Such effects appear as essentially
stationary noise when referred to a ground dimension. The third unwanted
input shown in Fig. 4 is the result of electromagnetic disturbances.
These can come from lead aircraft creating an electromagnetic shadow
on following aircraft on the same approach beam pathway, from mulitipath
transmissions of overflying crafi (either direct, as the current VHF-UHF
ILS, or from side lobes with higher frequency transmissions), and so
forth. Great emphasis is placed on these nolse and distrubance sources
because of thelr potentially limiting character in the measuring
subsystem. Means of smoothing, rejecting, or partially ignoring these

are important considerations for the TACLAND preliminary design.

Although the altitude rate feedback signal for demping the path-~
following dynamics is depicted in Fig. 4 within the control subsystem,
part of or all of it might be supplied in the measuring subsystem. The

development of a vertical velocity signsl can, in genersal, be accomplished
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tging radic, barometric, and inertial® elements with complementary
filtering and mixing t¢ reduce the effect of beam noises. Development
of a normal velocity signal exclusively from beam rate, however, has
grest appeal for general aviation and interurban service as well as

possibly for tactical applications.

The airspeed command (in Fig. 4) usually comprises the longitudinal
control reference for CTOL and STOL vehicles. Longitudinal position,
however, can be an important additional landing system outer loop for
VIOL aircraft.

Unwanted inputs to the controller in Fig. 4 are sensor noise errors

and human pilct remnant in the case of manual control.

The remainder of the diagram in Fig. 4 shows that as many as three
controls may be involved, if direct lift control (DIC) is available, and
that as many ag seven components of atmospheric disturbances might be
considered. The disturbances act directly on the aircraft and the
measurement of their effect is confused by vehicle motions in response
to control inputs. The seven components of atmospheric disturbances
are longitudinal tailwind (u,), longitudinal windshear (u,)}, longitudinal

random gusts (u ), pitching gusts (qg) induced by the longitudinal

23
gradient of normal random gusts (wg), normal component of tailwind (Wﬁ)

end windshear ().

Figure 5 provides a more detailed view of the controller block
diagram of Fig. 4 and illustrates the difference between the signal
flow for manual and/or automatic control. The only new signals shown
are the outputs from the displays to the humen pilot. For clarity only
necessary control signals are shown which proceed from a flight director
and €.), and from an airspeed display (uAS)' In actuality, there

(epre H
will be a multitude of other displayed signals for the human pilot {and

* A single strapped-down accelerometer may suffice in lieu of a signal
from a more complex inertial platform, velocity sensor, or navigation
system.

26



BOTAI a 1 * aandTg
BUTPRGTENC] ) WeIIBT( Mo0[E JISTTOLUC)
{ TedTIIoA~TBUT T

Yn Zn g @ Y
b 2
. | lonb3 .Jlll svn
] uononioYy | %o co_ww%n_;m x2|dwio)
~ e woyshs |’ [024U07) llJlI 105U3g
A $1040N}0Y [044u0) i b4 _ e
BLIDA Y P Idﬂl_lﬁ b1 4 - aowony I 1 Y
| E]
o —~ Q |
' el L , RN
4 * | _ | _ _ _ oy My
_ _ _ - _ asION
S Mt 03 m—u m:. SptMn _ _ —l _ llﬂ_wl I— “ 105UsS
SIID0IBA ol | Kojdsig e
asupqJnysiq _ —l — = :M:__h.sn__._ [~ svn = 1
dtdaydsowys _I - - —
_—— 27053

]

sy svy Hay
jupuway
tolld

27



copilot in the case of the DC-8 to monitor which may contribute to

scanning workload and pilot remnant.

In the first example of feedback arrangement analysis we shall
discuss techniques for optimizing the performance of a conventional
flight director for manual approach control in the A-7D aircraft.

No DLC is employed. In the second example we shall illustrate feed-
back system analysis with an advanced "windproofed" automatic flight
control system in the DC-8 aircraft. The second example will illustrate
superior approach tracking performance without employing direct 1ift
control. This is achieved by abandoning some traditional notions

about the regulation of pitch attitude and heading.
1. Manual Approach (Glidepath Control of the A-TD Aircraft

The steps in optimizing the director/display/pilot/control interface
for manual apprcach control of the A-TD can be listed in deceptively

simple terms:

® gselect the proper signals for the director

& combine these signals with appropriate gains,
equalization and filtering to obtain the required

director commands

¢ display the director commands with appropriate
sensitivity

® verify the system acquisition and tracking performence
and disturbance regulation effectiveness

The system analysis here will address only the first two steps and will
defer the verification of performance until Secticon VI. In selecting
the proper signals for the director, we shall be guided by the
specification for the AN/CPU-80A flight director (Ref. 11). However,

we shall not be restricted by Ref. 11 in adopting the appropriate

gains, egualization and filtering. Since the details of the calculations
are lengthy, we shall confine the discussion here to the techniques, and

to the presentatlion of the results.
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A gimplified equivalent system block diagram of the AN/CPU-8OA
gpproach glidepath flight director applied to the A-TD airframe and
menual control sysiem is given in Fig. 6. Certain clements of the feel
and control augmentation systems are here represented by the approximation

developed in Appendix A.

Fair glidepath tracking control can be accomplished with only
horizontal "stabilator” control (BiT) in the A-7D by virtue of its
trimmed approach at a speed in excess of that for trim response
reversal. In such an approach condition fair speed regulation will
accompany glidepath tracking through horizontal stabilator control with
a very low gain throttle (8py) control.

It is important to note in connection with Fig. & that the longitudinal
feel and stability augmentation system includes bobweights which supply
an aecceleration, a,, feedback and a pitch damper which supplies a rate,
é, feedback. Thege feedbacks modify the pilet's control displacement
.
gain and low pass pitch rate attenuation filter. The low pass filter is

), which is in turn applied to the horizontal stebilator through a

designed to attenuate the peak normal aceceleration in high dynamic pressure
flight, but it 1s retained in the control system during approach.
Since the filter time constant Tf = 0.55 sec, 1t will severely limit

the glidepath tracking loop galn which can be used.

The zeros of the piteh attitude response (0)-to-horizontal stabilator
(BiT)input transfer function of the A-7D in approach are favorably
located to provide inner lcop lead equalization in the phugold frequency
range in parallel with the glidepath displacement {d)-to-pitch attitude
command (6,) outer loop via radio guidance. (See Appendix B.) Therefore
the only feedback signalg strictly necessary for pilot/flight director
glidepath tracking control are © and d. The AN/CPU-80A flight director
computer dees not derive beam rate to provide path damping. Tnstead,
it employs washed-out barometric height rate, but only after passing the
middle marker. Thus, Fig. 6, for convenience, shows the h-feedback
signal represented in terms of its equivalent linear combination of

glide slope rate (d) and longitudinal velocity {u) in stability axes:
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h =4+ usin Dy, vhere Ty is the trimmed glidepath angle.

The degcribing functions, gains, and time constants which appear

in Fig. 6 are summarized in Table V.

For manual glide slope control the describing functions to be

determined are denoted by Fg, Gec, F Gd’ and Gu. An approprizte

1,'1’
describing function characterizing the dynamic behavior of the human

pilot in tracking tasks will be of the form (Ref. 12, 13):

sy + 1 _:
(J L ) . JoT,

Y, (Jo) = K
? p(j-:uTI+ 1)
where Kp = pilet's static gain
Tr, = lead time constant {relative rate-to-displacement
sensitivity)
Ty = lag time constant
Te = effective time delay, including transport delays

gnd high frequency neuromuscular phase lags.

These describing functions are analogous to the transfer functions

which describe airframe and control system behavior.

In general, according to the rule of thumb of servomechanism
snalysis, the lead and lag equalization (TL and TI) are adJjusted by
the analyst to achieve the -20 db/decade slope of K/s in the range of
|s| where open-loop unit gain crossover is desired. The gain Kp is
then ad justed to determine the required value of crossover frequency,

(Dc.

The method for designing Fg, GQC, F, and G4, however, depends upon

a very Iimportant result from engineering psychology (Ref. 12). This is
namely that YP will congsist of the pilot's effective time delay,

Te = 0.3 sec, and a pure gain, Kb, when the flight director gaing and
equalization are optimum (that is, when the combination of the director,
control system and aircraft dynamics together have a glide slope
displacement loop transfer function which is approximately K/s in the

region of open-loop unit gailn crossover) .
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TABLE V

GATNS AND TIME CONSTANTS FOR MANUAL ATRSPEED AKD

GLIDEPATH DISPLACEMENT CONTROL IN THE A~7D ATRCRAFT

Feedforward Terms Feedback Terms Remarks
1
|
1 ! K, = 0.001
; rad : u =Y rad
Gy 1 KuTu(s ¥ 1/Tu) ft/sec i T o ft/sec
i i u =
! | 1.7 ( 6)
L7, 10,36 -0,08f{—12\se —tus » _ (s -
) R
' ! haps
: hyps = 100 £t
Tp 1.0 sec
| Fp -0.358 (s + 2,54) rad Te = 0.55 sec
: -8 ) (s + 1/Tp) rad/sec
@
. ; - rad
Te : 0.55 sec -Fach 0,12 x 1072 %2 l
; ‘ Tg !
; 2251f§ : WO | -145 . (s -10)
T4 10.%6 - 0.08( b see  Fy KQTQ(S + 1/T9) T e TT S is = . 100
® Nps = 212 Tt
; T/TQC i < = 0, except after
Gg ! ___7__ PR .————7—T passing middle
¢ 5+ IIIBc i B Kh (s +1 Th marker
1
o K 1/ % oo 1.0 to 4.0 sec
d d (s + 1/T4) i B (MIL-C-83%01L)
: i
SELECTED GAINS AND CONSTANTS
'K, | -0.00063 red/ft K, ~0.00T1 ftrzzc
L
! '
{ : values required by
i Tq ! 0.25 sec Tﬁ 22.2 sec spec. for TE unusable
!, ‘ Ke -..o. 5] 5- s e
fT9c§ 1 0 sec Ty 0.486 sec
‘ { Tg 20.0 sec
! wo
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The gains of the pllot's describing function for stabilator control
in Fig. 6 will remain arbitrarily distributed among the unknown
describing functions, Fg, Fﬁ’ and Gd’ in our analysis, because the
gtatic gain of ch has been defined to be unity, and because for our
purpose here it will not be necessary to shovw how to display the director
commands with appropriate sensitivity. The pilot's time delay for
stabilator control is shown separately with unit gain in Fig. 6 as
e 1% vhere s = jo. Thus, Fg, Gg,s Fp and Gy become, in fact, the
flight director transfer functions for unit pilot gain (K.p =1).
Furthermore Fg, Gec, FE and Gy will then be determined so as to enable
the human pilot to adopt the most desirable form for Yp, a pure gain
and time delay.

The analyses of the feedback arrangement of Fig. 6 are summarized

in Appendix B.

A very low pure gain manual throttle control lecop is clesed first
so a8 to regulate airspeed. This closure will also slightly augment
phugoid damping, reduce -1/T92 and increase -1/T91, which are the zeros
of the pitch attitude respongse-to-stabilator input transfer function.
The effectiveness of thils closure and the modification of the sircraft's
transfer function singularities is limited hy the one-second thrust lag
time constant which is assumed for the simplified first-order propulsion
dynamics. The analysis of this closure is not, in fact, illustrated
in Appendix B which begins with the modified singularities for the pitch
attitude closure through the feedback transfer function, Fp.

In terms of the transfer functions illustrated in Fig. 6, and
beginning with the Innermost loops, 1t has already been pointed out
that Fp, Faz and 1/'I'f are fixed by the characteristics of the longitudinal
control system for the A-TD (see Appendix A and Table V), and that Gu

is determined arbitrarily.

Consider next FB which provides a necessary inner loop equalization
in parallel with the outer displacement loop. A steady-state pitch
attitude washout (high-pass) filter is required to remove the effects

- of varying trimmed pitch attitude from the flight director display.
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The value selected for the high-pass time constant is T@WO = 20 sec

(Table V). This value is large enough so as not to interact with pitch
attitude control loop dynamics in the crossover frequency range near

the closed loop short period mode. Therefore it is not included in the
analysis in Appendix B. Its inverse time constant (1/T9WD = 0.05 rad/sec)
is chogsen to he slightly larger than the magnitude of the smallest zero
in the displacement (d)-to-pitch command (6,) response transfer function
of the A-7D. This smallest zero determines the upper limit of closed loop
trim response bandwidth. A phase lead filter is alsc required in the
piteh attitude feedback signal to overcome the lag of the low pass pitceh
rate atienuation filter in the manusl control gsystem discussed previously.
The value selected for the phase lead filter is Tg = 0.486 sec (Table V).
The gain, Ke, is determined in Appendix B so as to provide ample ¢lozed
loop phugoid damping and slight increase in effective phugold frequency
bandwidth while malntaining a mergin of short periocd stability. (See
Table V for the gains and time constants which were selected es a result

of the analysis.)

The intermediate washed-cut barometric feedback function FE provides
path damping after passing through the pitch command rate limiting
filter GQC. Since the vehicle pitch axis control system already has =
command rate attenuation filter, the inelusion of another Tilter in
the flight director is actually redundant. If the filier in the flight
director were to have any effect without drastically reducing the glide
slope crossover frequency, Appendix B shows that the filter time constant
should be provided by 0.5 < Tec < 1.0 sec. Tec = 1 sec 1s chosen in the
analysis so as to illustrate how it acts to depress glide slope crossover

frequency whieh, in turn, degrades approach tracking performance.

The inverse wash-out time constant in Fﬁ is 1/Tﬁ. It is chosen
approximately equal to }/Th1, the smallest zero in the airframe vertical
speed response Lo stabilator displacement, so as to wash out the trimmed
sink rate on the glidepath. {Again see Table V.)

Finally congider Gd’ the director glidepath displacement transfer

Tunction. It contalns a pure gain Kd and & low pass beam nolse
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attenuation filter with time constant, Ty = 0.25 sec. This low pass
filter affects higher frequencles than the low pass pitch rate attenuation
filters in the director and manual control systems. Therefcore, its
effect on path control is effectively negligible and the beam noise
filter hes been omitted from the analysis in Appendix B. The gain, Ky,
is determined in Appendix B to provide the highest possible bandwidth

for tracking glidepath displacement and gust disturbance suppression
which is consistent with adequate stability margins and the least
sensitivity to pilot gain and time delay wvaristion. Optimization of

the gain K3 and final selection of the pilot galn Kp involve a compromise
between smooth glidepath acquisition and least tracking error on glide
slope. (The value of Kﬁ chosen as a result of the analysis is displayed
in Table V.)

Table VI summarizes the main features of the dynamics of the manual

glide slope displacement control system of Fig. 6. Particularly

TABLE VI

A-TD MANUAY, GLTDE SLOPE DISPLACEMENT CONTROL DYNAMICS
IN LANDING APPROACH WITH AN/CPU-80A FLIGHT DIRECTOR

{Recommended by
RTCA 5C-79)
Crossover frequency C.17 rad/sec
Dominant path-following 0.35 (0.2 <t < 2.0)
damping ratio N
Dominant path-following 0.08 rad/sec
undamped natural frequency
Dominant path-following . .
. 1.1
undamped natural wavelength 1.1 m (l? < i)
Short-period damping ratio 0.37
Short-perioed undamped 2.5 vad/sec

natural frequency

important to note are the rather low crogsover frequency and path-

following damping ratio as well as the long path-following wavelength.
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These features of the system dynamics are intimately related. Their
improvement 1s limited by the fixed characteristies of the manual control
system, most particularly by the filter iime constant, Tf. Observe,
however, that the performance of the system is Jjust barely within the
limits recommended by RTCA SC-79 for sutomatically coupled approaches
{Ref. 14). By this standerd, the performance on approach should be

1

"satisfactory." Whether it, in faet, is, or is not, will be considered

again in detall in Section VII.

The most importent and useful closed loop transfer functions for
disturbance and command inputs for the multiple cloged loop system of

Fig. 6 are summarized in Table VII.
2. Automatic Approach Glidepath Control of the DC-8 Aircraft

A simplified block dilagram representing an approach coupler and
automatic pilot for glidepath displacement control in the DC-8-60
aircraft is presented in Fig. 7. Note, however, that this figure dces
not represent the actusl approach coupler and automatic pilot which are
ingtalled in the DC-8-60. 1In the first place, detailed information
on that equipment could not be readily cbtained, and in the seccnd
place, it was thought to be desirable 10 study the potential performance
of advanced, "windproof" systems such as the ones which are scheduled
to be installed on the new wide-body transports. (The performance of
the advanced system 1s compared to the performance of more conventional
designs in Ref. 7 where, furthermore, the choice of feedback variables

and equalization is Justified in more detail.)

The principal considerations in the system synthegis parallel the
ones already outlined in commection with the A-TD. There are, however,
some Important differenceg. These revolve around the much higher
bandwidths which can be achieved because the filter time constant
associated with the AFCS actuator, Ta* is small, as well as in the

features which make the system relatively windproof.

As in the A-TD, the approach flight condition for the DC-8 is at a

trim speed above the one for trim response reversal, and both glidepath
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TABLE VIT
LONGITUDINAL CIOSED LOOFP TRANSFER FUNCTIONS FOR A-T7D
Abbreviated notation is used for polynomial factors in root locus form:

Real factor (1) means (s + 1)

Quadratic factor [t; ®] means [52 + 2tus + w?]

Denominator:

(0.0368)(0,0428)(0.895)(0.977)(2.127)(6.01)(10.28) %
#[0.366;0.284][0,3506;2.403]

-0.244(0)(0.04354){1.602)(6.03) (10.375)[0.999;0.987]1[0.384;2,203]

d
ug Denominator
-0.7204(0.0426) (0.174)(0.934)(1.0){(1.247)(6.01)(10.3) %
a *[0.713;1.545]
wg ) Denominator
4 0.0321(-4.551)(-10,0)(0.045) (0.0454)(0.977) (4.931)(6.01)
dcommand ) Denominator
0.0457(0.0538){0.106)(0.326)(0.889) (4.97)(10.37)*
u %[0.992;1.991[0.371;2. 344 ]
Ug ) Denominator
-0.08%3(0.0487)(0.806)(1.0)(2.16)(6.0)(10.36) %
a %[ -0.0382;0.282][0.196;0.2468]
wg ) Denominator
u -0.00267H(0)(-10.0)(-19.51)(0.045) (1.0){(1.722}(6.0)
deommand ) Denominator
-{0)(0.0488)(0.894)(1.0){2.126)(6.0)(10.37)%
Upg *[0.375;0.239][0.351;2.402]
ug ) Denominator
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tracking and speed regulation can be achieved with elevator control
alone. For this reason neither an automatic nor msnual throttle control

is assumed.

The rsguirement for short-periocd damping and the posszibility of
exlending the path-following bandwidth suggest the feedback of pitch
rate, é, to the elevator, Se. A conventional feedback of pitch attitude,
6, so as to achieve short-period attitude stiffness together with path
damping is medified by & washout with a comparatively small time constant,
Lot
but it trades path damping for =z much reduced response ‘to normal gusts.

This has the effect of retaining the short-period attitude gtiffness,

The analysis of this first set of loop closures is illustrated in
Appendix B, and the appropriate gains and time constants are displayed
in Table VIII.

TABLE VIIT

SELECTED GAINS AND TIME CONSTANTS FOR
AUTOMATIC GLIDEPATH DISPLACEMENT CONTROL FOR THE DC-8

Piteh Rate and Attitude Stebility Augmentation

1/Ty, = 15 rad/sec
1/Tyo = 0.7 rad/sec
Ké = =2.0 gec
Ke = "2.0

Path-Following Regulation and Control

1/Tf = 2.0 rad/sec

Ky = -0.00867 rad/ft

KE/KE = T/Td1 = 0.0887 sec”!
Kd/Kd = Tg, = 29.5 sec

Letting go of the absolute attitude reference now, however, requires
that a high quality path damping sighal be provided. In practice, this
may be the derived beam rate, é., the incremental altitude rate, h, or the

result of a complementary filtering which indeed may further include the
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output of a normal accelercmeter. Figure T, and the analysis presented
in Appendix B, assumes that in a high performance system, and on a
relatively shallow glidepath, such as -3.0 deg, the complementary
filtering can be performed in such a way that, over the bandwidth of

the path following loop, a pure é signal can be provided.

A straight-through beam displacement signal is, of course, required
for path acquisition and stiffness, and to this is added the integral
of the beam displacement signal. The latter will serve to keep the
aircraft on the reference glidepath in the presence of a headwind or a
long wavelength updraft. The gain on the integral term, however, 1s
necessarily limited by considerations of path following stability, so
that its effectiveness is only felt in regulating against at most
slowly changing winds. 3Both the beam displacement and integral signals
are shown, in Fig. 7, to be filtered by a low-pass filter with a time
constant, Tf. This filter is representative of the combined impedance
of the filter capacitor and the receiver conventionally used in the
VHP-URF ILS, or alternatively it can be taken to c¢losely approximate
the conbined characteristics of a receiver boxcar hold and ripple
filter such as might be employed in connecticon with a microwave

scanning beam system.

Analysis of the second closure comprising the d, 4, and Ja at paths
shown in ¥ig. 7 1s also presented in Appendix B. There it is assumed
that the total feedback trangfer function for the outer loop closure

with 4, = 0 is:

Ky +Kgs Ké[s5+(1/Tf)se+(Kd/KéTf)s + Ka—/Kan}
Yy = ————+ K'g =
d S(Tfs + 1) d S(s+1/Tf)

Ka(s+1/'l’d1)(s+ 1/T62)(s+1/Td5)

s(s+1/Tp)
where
L K_E . K_d L
> - . 2 -
Taq K, Ty K Tas i

Lo



Table IX summarizes the characteristic closed loop glide slope
displacement control dymamics for the DC-8 in the landing approach
with a windproofed autopilot. Here note that the path-following
damping ratio and wavelength are well within the recommendations of
RTCA SC-T79 for automatically-coupled approaches (Ref. 1k4).

TABLE IX

DC-8 AUTOMATIC GLIDE SLOPE DISPLACEMENT CONTROL DYNAMICS
IN LANDING APPROACH WITH A WINDPROOFED AUTOMATIC PILOT

{Recommended by

RTCA SC-T9)

Crossover frequency 0.7% rad/sec
Dominant path-following

damping ratio 0.66 (0.2 <t <2.0)
Dominant path-following

undamped natural frequency 0.7 rad/sec
Dominant path-following . .

undamped natural wavelength 0.k mi (r < 1.1 mi)
Short-pericd damping ratio 0.67
Short-period undamped 1.4 rad/sec

natural frequency

Trim response:

Damping ratio > 1.0
Time constant 28 sec
Characteristic distance 1.2 mi

Closed loop transfer functions between the most interesting and
important inputs and outputs for the automatic glide slope tracking
system for the DC-8 are shown in Table X.

3. LATERAL-DIRECTIONAL CONTROL

A block disgram of a typical lateral-directional approach measuring

and control system is shown in Fig. 8. This figure is analogous to
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TABLE X

LONGITUDINAL CLOSED LOOP TRANSFER FUNCTIONS FOR DC-8

Abbreviated notation is used for polynomial factors in root locus form:
Real factor () means (s + )
7]

Quadratic factor [£; ®] means [s° + 2las + &

Denominator:

(0.036)}(0.123)(0.582)(2.462)(13.2%2)[0.657;0.6991[0.673;1.428]

-0.283(0)(0)(0.174)(2.0)(12.918)[0.767;2.215]

a
ug ) Denominator
3 -0.75(0)(2.0)(13.75) [C.464;0.103][0.9%;2,018]
Vg ) Denominator
a -2.406(0.035)(0.089)(0.7) (-3.606) (4.356)
dcommand Denominator
u 0.0373(0.136)(1.596)(2.777){13.261)[0.5;0.2761[0.58;1.918]
Ug ) Denominator
“ -0.1%6(0.153)(0.215) (2.409)(13.262) [-0.082;1.0231[0.872;1.452]
iz Denominator
“ 0.3272(0)(0.089)(0.7) (-4.082) (4.03)
dcommand Denominator
Upg -{0.08)(0.111)(2.458)(13.232) (0.445)[0.68;1.3941[0.668;0.814]
ug ) Dencminator
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Fig. 4 for the longitudinal-vertical system, except that lateral beam
displacement (y in Fig. 8), instead of glide slope displacement

(a in Pig. L), forms the outer loop feedback; heading, roll attitude,
their derivatives, and lateral acceleration form candidates for inner
loop feedbacks, and only two conirol points, aileron and rudder, are

available.

When lateral guidance ig provided by a localizer, ¥i is the runway
centerline extension and thus is identically equal to zero. When lateral
guidance is provided by a microwave scanning beam measuring subsystem,

a curved approach course 1s possible and y; may establish a course

command. We shall not, however, consider this possibility.

In general, a lateral velocity signal for course damping (not
shown) can be obtained from beam rate, &, or alternatively from an
inertial system, if available, or from washed-out heading and so forth.
Here again, however, development of a lateral veloclty signal for
course damping exclusively from beam rate offers an important simpli-
fication which has great appeal for general aviation and interurban

service as well as for tacticel applications.

Five atmospheric disturbances act directly on the aircraft. They
are cross wind (vw) cross windshear (vs), lateral random gusts (vg),
yvawing gusts (rg) induced by the longitudinal gradient of lateral random
gusts, and rolling gusts (pg) induced by the spanwise gradient of

normal random gusts.

It is assumed here, as it was in the longitudinal case, that the
dependence on range of the guidance system gensitivity is automatically

removed.

Figure § provides a more detalled view of the controller block
diagram in Fig. 8 and illustrates the difference between the signal
flow for manual and/or automatic control. Again the only new signals
ghown are the outputs from the displays to the human pilot. Although, in
practice many slgnals will be displayed, only two control signals are

shown which proceed from a flight director (ev) to alleron control (Bac),
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and from lateral acceleration (a&) or yaw rate (ﬁ) to rudder control

(STC) for the case of manual control of the spoproach.

In the following snalyses of the Teedback arrangement for lateral-
directional control, we shall first discuss technigques for optimizing
the flight director for manual control of approach in the A-7D, and
then discuss an advanced windproofed automatic flight control system

for approach in the DC-8.
1. Menuel Approech Lateral Displacement Control of the A-TD Aircraft

A simplified eguivalent system block diagram of the AN/CPU-80A
approach lateral flight director applied to the A-TD airframe and manual
control system is given in Fig. 10. Fair locaiizer tracking control can
be accomplished with only alleron control (Ba) in the A-TD by virtue of
its coupled roli-and-yaw rate stability augmentation system. (Refer to

Table XI for numerical values of parameters in Fig. 10.}

The manual roll axis control system for the A-TD with stability

augmentation is illustrated in Fig. 10. The pilot's control displacement

(g,

attenuation filter. Whereas the low pass filier is designed to attenuate

) is applied to the aileron through a gain and low pass roll rate

peak roll rate, p, at high dynamic pressure flight conditions, the low
pags filter is retained in the control system during approach. Since
the filter time constant Tp = 0.33 sec (Cf. Table XI), it will limit

the ultimate gain of the iocalizer tracking loop.

The complex zeros of the roll attitude (¢)-to-aileron (8y) response
transfer function of the A-7D in approach are favorably located to
provide modest Dutch roll damping but only & slight increase in Dutch
roll frequency when the feedback is in parallel with the heading (V)-to-
roll attitude command (¢C) intermediate locop and localizer displacement
(y)-to-heading command (¥,) outer loop via radio guidance. Therefore
the only feedback signals necessary for pilot/flight director glidepath
tracking control are @, ¥, and y. The describing functions tc be
determined are denoted by F$’ Fy, and Gy. The describing function

characterizing the dynamic behavior of the human pilot with unit gain
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TABIE XTI

GATNS AND TIME CONSTANTS FOR MANUAL
LATERAL-DIRECTIONAL APPROACH CONTROL
IN THE A-7D ATRCRAFT

! Feedforward Terms Feedback Terms ? Remarks
i
| | _
b 036 - 0.08 (2 3\5’) | N = 212.0 £t
g | Pebs T {s - 10)
- s . -
| = 0.2 sec ” “ B ) ] ,‘E a = - TETI_TaT
?KX | -0.075 K, ; 0.4 sec :
s e S S o
| Ty | 0.3% sec Y, o - 1 COS(% - 2.59) i a, = 5,360
" i
i m 0.1 sec ‘ s !
B o] - 0 \
l | ngi P sin{o, - 2.59) |
: “T-— : iy S o ETU= T in spec. o
1 Pyo of 5
T 0.30 sec Ty EKCPTQD(S + 1/TCP) Ty s 1 MIL-C-B301k
: , © :
3 G K (s + 1/2TW) ' Fy i Kys ‘Tw = T, in spec.
oy T (s + 1/Ty) l s + 17Ty MIL-C-83014
: i
SELECTED GAINS AND CONSTANTS
|
K, 0.00055 rad/ft Ty - 0.43 sec
0.4
Ko
Touo 20.0 sec
—_—— — e |
‘ 0. !
| T¢ 10.0 gec |
; 0.6 :
i KW : 7 : ‘
L | |
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is denoted by e-T&S, vhere s = jo. These describing functions are
analogous to the transfer functions which describe airframe and control
system behavicr. TIn fact, F¢’ FW’ and Gy become the flight director
transfer functions for unit pilot gain. Furthermore, F@’ FW’ and Gy
will be determined so as to enable the human pilot to adopt the most
desirable form for YP’ & pure gain and time delay. The method for
designing F@’ FW’ and Gy is analogous to the one described previously

for glidepath control.

The analysis of the multiloop system of Fig. 10 1s summarized in

Appendix B. The best forms and values for F FW’ and @ are given in

Table XTI,

P’ y
Consider Fw first, since it provides necessary inner loop equalization

in parallel with the heading and lateral displacement loops. A steady-

state roll attitude washout (high-pass) filter is required to remove

from the flight director display the effects of varying steady roll

attitude in turns. The value selected for the high-pass time constant

is T¢WO = 20 sec (Teble XI). This value is large enough so as not to

interact with roll attitude control loop dynamics in the crossover

frequency range above the closed loop Dutch roll mode. Therefore, the

effect of the washout is not inecluded in the analysis in Appendix B.

A phase lead filter is also required in the roll attitude feedback

signal to overcome the lag of the low pags roll rate attenuation filter

in the manual control system. The wvalue selected for the phase lead

filter is Ty = 0.4 sec (Table XI}. The gain, Ky, is determined in

Appendix B to provide ample roll tracking bandwidth, adequate closed

loop Duteh roll damping and slight increase in Duteh roll frequency

while maintaining a margin of roll control system stability.

A washout filter is also regquired for the heading feedback transfer
funetion, FW’ to remove effects of a steady-state crab angle from the
director display during the approach. The washout time constant is
TW = 10 sec. DBesides the gain KW in FW’ the heading (¥)-to-roll command
(¢c) chammel of the flight director contains a low pass filter Ffor peak
roll rate command attenuation. The value selected for the low pass filter

time constant is Ty = 0.3 sec, nearly the same value as for the similar
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filter in the reoll axis of the manual control system. TNo additional

lag of the smoothing filters can be tolerated in this channel near or
below a frequency of 3 rad/sec. The gain, Kﬁ, is determined in
Appendix B to provide the highest pogsible heading tracking control band-
width consistent with & margin for closed lcop roil stability. Since
both yaw damper inverse washout time constant (1 rad/sec) snd decreasing
closed loop roll damping set an upper bound on heading bandwidth,
selection of the gain, Kﬁ’ involves a compromise between heading
bandwidth and adequate rcll damping ratio. Reference 11 illustrates
that the heading washout filter provides essential low frequency lead
for the outer lateral digplacement loop closure. Therefare the value
chosen for TW (10 sec) depends on the sensitivity of both “lateral

phugeid" and roll damping to variation in displacement loop gain.

Now we can consider Gy, the director lateral displacement describing
function. The esnalysis in Appendix B shows that even the largest achiev-
able closed loop localizer tracking bandwidth (0.2 rad/sec) is too low
for significant gust disturbance suppression. For example, the tracking
error suppression bandwidth is only about one-fourth of the average
lateral gust disturbance bandwidth at 500 £t altitude and 1s an even
smaller fraction at lower altitudes. Thus we may expect RMS localizer
tracking errors on the same order of magnitude as RMS lateral gust
disturbances for a wide range of lateral displacement gain. Therefore,
selection of an "optimum" gain in the sense of offering "best" RMS
disturbance suppression is impossible. Ingtead gain selecticn is

governed by stability limitations.

Under the circumstances of relstively low achievable localizer
tracking bandwidth limited by stability, the design of Gy also depends
upon another result from engineering psychclogy (Ref. 12). This is
that the pilot will prefer to adopt a relatively low iracking bandwidth
and a greater margin of gtability when it is not passible to achieve
high tracking bandwidth relative to disturbance bandwidth. The way to
provide a relatively low localizer tracking bandwidth and a greater

margin of stability (greater closed loop tracking demping ratio) through
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Gy 1s to add low frequency lead-lag equalization to the localizer
deviation signal. This 1s why the heading washout time constant, TW

is selected to be 10 sec inside the outer marker. Selection of the gain
Ky 1s then made for a "lateral phugoid" damping ratio on the order of
0.6, The damping ratio of the roll oscillation is increased to nearly

0.7, because of the favorable location of the complex zeros, [Qy, a&J.

Table XIT summarizes the characteristic closed loop manual lateral
displacement control dynamics for the A-TD in the landing approach with
an AN/CPU-BOA flight director. Course-following damping ratio and
wavelength are within the recommendations of Ref. 1l for automatically-

coupled approaches.

TABLE XII

4A-TD MANUAT. LATERAL DISPLACEMENT CONTRCL DYNAMICS
TN LANDING APPROACH WITH AN/CPU-SOA FLIGHT DIRECTOR

(Recommended by

RTCA SC-79)
Crossover frequency 0.15 rad/sec
Dominagt cour§e-following 0.59 (0.4 < b < 1.5)
damping ratio - =
Dominant course~following 0.2 rad/sec
undamped natural frecguency
Dominant course-following 1.5 mi (x <2 mi)

undamped natural wavelength
Rcll response damping ratio 0.65

Roll response undamped
natural frequency

Duteh roll damping ratio 0.42

Dutch roll undamped
natural frequency

0.65 rad/sec

1.6 rad/sec
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TABLE XIIT

LATERAL CLOSED LOQF TRANSFER FUNCTIONS FOR A~7D

Abbreviated notation i1s used for polynomiasl factors in roct locus form:
Real factor (l) means (s + )

Quedratic factor {{; ®] means [52 + 2tas + af ]

Denominator:

(0.0853) [0.604;0.205][0.697;0.666][0.406;1.5871[0.989;3.0711{0.99k4;6.6L7]

¥ 0.270{C.00163) (1.222) (4.587)[ -0.506;0.638][0.615;2.358][0.975;6.676]

o |

Denominator

v 6.25(0.102)(12,93)[0.435;1.110]1[0.9663;2.801[0.92;3.733]

Pg Denonminator
y 0.0175( =10.0X-6.824)(0.05)(2.358)(9.65)[0.397;1.11]
Ycommand Denominator

Important and useful closed loop transtfer functionsg for disturbance
and command inputs for the multiple closed loop system of ¥Fig. 10 are

summarized in Table XIII.
2. Autometle Approach Iateral Displacement Control of the DC-8 Aircraft

A simplified block diagram representing an approach coupler and
automatic pilot for lateral control to the localizer course in the DE-8-60
alrcraft is presented in Fig. 11. This figure does not represent the
approach coupler and automatic pilot which are actually installed in the
DC-8-60, but instead, in the absence of detailed information on that
equipment, we have studied an advanced "windproof" system of very high

rerformance.
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Reference 7 has explored the main considerations in the synthesis of
automatic lateral control te the localizer course, which here, in
general, parallel the ones already cutlined in conpnection with the A-TD.
Dutch roll stability augmentation is required, and bank angle feedback
must be employed a5 an inner loop in parallel with the feedback of
deviation from the localizer course. Path damping is supplied by the
use of a derived beanm rate signal, stiffness by the direct feedback of
deviation from the centerline, and the integration of the beam signal
removes any possible steady-gstate errors. Heading is not required as a
feedback signal until just before touchdown when 1t might be employed to

assure aligmment of the airecraft wheel path with the runway.

Analysis of successive loop closures for the multiple loop system of

Fig. 11 is presented in Appendix B.

Directional stability, short term windproofing and turn coordination
are provided by the feedback of side acceleration to the rudder. Dutch
roll damping is provided by lead-lag compensation on the side acceleration
measured at a location approximately one chord length ahead of the
alreraft center of gravity. The accelerometer location is chosen
slightly aft of the rigid airframe’s center of rotation in response to
rudder displacement toc provide appropriate damping of the dutch roll
oscillation. {In practice, the aceelerometer location should probably
be based on flexible DC-G equations of motion including at least the
first two fuselage side bending modes. However, since the purpose here
is only to illustrate the principles of windprcofing as they affect the
measuring subsystem, we have simplified the analysis by basing it on
rigid airframe equations of motion.) No aileron crossfeed is required
with this sideslip stability augmenter since adequate turn coordinstion

is inherently available.

A thorcugh discussion of the design of a sideslip stability
augmentation loop with acceleration feedback is given in Ref. 15. A
suitable location for the lateral accelerometer can be found to
accommodate fore-aft c.g. movement in the DC-8 provided that the

reciprocal lag equalization time constant 1/TI varies go as to remain in
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the neighborhood of T/TaYB, the largest left-half plene zero in the
rumerator of the lateral acceleration response to rudder displacement.
1/Tay3 varies with the distance between accelerometer and c.g. locations
as shown in Table XIV, where correspondingly suitable values Tor 7/TI
are given. The accelerometer location is chosen 2 £t aft of the center
of rotation shown to reduce the sensitivity of lag equalization to

c.g. shift. In this respect the most aft c.g. location is critical,
since it might increase the separation of the fixed accelerometer and
c.g. to 19.2 ft which would effectively place the accelerometer again

at the center of rotation. Since a 2 ft c.g. shift corresponds to nine
percent of the mean aerodynamic chord, the chosen accelerometer location
will amply accommodate an aft c.g. location up to 25.2 + 9.0 = 34,2 percent

of the mean aercdynamic chord.

The inverse lead equalization time constant 1s then chosen to be
less than the Dutch roll undamped natural frequency so¢ as to provide
damping, and the controller gain is then selected to provide meodest
increases in damping and natural freguency of the Duteh roll with

reascnable levels of rudder activity in the presence of heavy turbulence.

The gains and time constants for the rudder control loop which were
selected on the basis of the analysis of Appendix B are displayed in
Table XIV. A high bandwidth and excellent performance are achievable
in part because of the low actuator time constant, Ty = 0.067 sec. The
value of this parameter is, however, not at all unrealistic for a

hydraulic servo-actuator.

Roll attitude regulation and control for attitude stiffness, roll
damping, and the suppression of rolling gust effects is accomplished
by feedback of the bank angle, ®, to the ailerons, Ba with lead-lag
equalization. The inverse lead time constant is chogen in the neighbor-
hood of the rolling subsidence, and the inverse lag time constant, on
the order of twice the desired closed loop undamped natural frequency of
the rolling osclllation. The resulting roll loop crossover freguency
is about 1.8 rad/sec with a gain of about 0.24t deg/deg. (See Appendix B
and Table XIV.)
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TABLE XTIV

SELECTED GATINS AND TIME CONSTANTS
FOR AUTOMATIC CONTROL TC THE LOCALIZER IN THE DC-8

Sideslip Stability Augmentation a& - B,

15 rad/sec

1/T,

1/T;, = 0.4%2 rad/sec

i/l o« [ k2] 2.0 rad/sec
Accelerometer distance (Ce;zéi of |17.2 [15.2 £t (2 £t = 9% MAC)
forward of c.g. Rotation)
1/Tay3 55k, 3.58| 2.29 rad/sec o
Kgr = -0.0k rad/ft/sec® (corresponding to q = 61.8 1b/£t?)

&y

accelerometer location 17.2 ft forward of c.g. @ 25.2% MAC

Roll Attitude Regulation and Control ¢ - &g

/T, = 15 rad/sec
1/TLCP = 1.2 rad/sec (corresponding to rolling subsidence)
1/TIcp = 5 radfsec

Ky = 0.24

Course-Following Regulation

1/T¢ = 4 rad/sec
1/Tj = 2 rad/sec
Ky = 0.008k red/ft
Kj/Ky = 23,8 gec
Ko/K, = 0.0423 sec”
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Finally, the lateral displacement measuring system outer loop is
closed to provide ample course-following bandwidth and damping with
sutomatiec cross wind trim control. Agsin, as in the glide slope displace-
ment closure, the egqualization has both & rate and an integral term in
addition to the possibly sampled azimuth beam decoder noise filter,
whose half-power frequency is taken to be 4 rad/sec. The beam rate is
further smoothed with a lag filter with a time constant Tj = 0.5 sec.
At very low frequencies, the open-loop system looks like K/s5 because
of the integral htypass path. The system configuration, however, allows the
cholece of equalization gains so as to provide complex second order lead and an
open loop logarithmic amplitude-frequency gradient of about -20 dB/decade
in the desired region of unit gain crossover {0.23 rad/sec) for precision
course-following in turbulence. The crossover frequency in the lateral
displacement control lecop is primarily limited by the available rudder
and aileron zuthority. Coatrol system authoriiy in landing approach
for the DC-8 has been taken from Ref. 16 as: aileron (Ba) £ 17.5 deg,
rudder (Br) + 18 deg. For the loop closure analysis see¢ Appendix B and

for the selected gains and time constants consult Table XIV.

The second order lead equalization effectively determines the damping
ratio (0.7) and undamped natural wavelength (3.6 mi) of the automatic
erogswind trim oseillation, which will provide about two wavelengths
of trimming dynamics over a 7.2 mi approach. The resulting dominant
closed loop Gynamic modes are represented in Table XV and the closed loop
transfer functions are displayed in Table XVI. The dominant course-
following damping ratio and undamped natural wavelength satisfy the
criteria set forth in Ref. 14 for pilot acceptance of automatically

coupled approaches.
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TABLE XV

DC-8 AUTOMATIC LATERAT: DISPLACEMENT CONTROL DYNAMICS
IN LANDING APPROACH WITH A WINDPROOFED AUTOMATIC PILOT

Crossover freguency

Dominant course-following
damping ratio

Dominant course-following
undamped natural frequency

Dominant course-following
undarped natural wavelength

Roll response damping ratio

Rell response undamped
natural frequency

Dutch roll damping ratio

Dutch roll undamped
natural frequency

Crosgs trim response:
Damping ratio
Undamped natural period
Undamped natural wavelength
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(Recommended by
RTCA SC-79)

0.2% rad/sec

0.71 (0. <t <1.5)

0.32 rad/sec

0.8 mi (A <2 mi)
0.75

2.7 rad/sec

0.53

1.7 rad/sec

0.71
83 sec
Z.6 mi



TABLE XVI
LATERAL CLOSED LOOP TRANSFER FUNCTIONS FOR DC-8
Abbreviated notation is used for polynomial factors in reoot locus form:

Real factor (%) means (s + )

Quadratic fazctor [f; ®] means [2 + 2fws + a?]

Denominator:

{1.673){2.465) (4, 078)(4.862)(9.205)(15.0) (15, 7h)*
*[0.711;0.0756][0.709;0.3241[0.53%;1.086][0.754;2.709]

0.089(2.0)(1.673)(0.0055)(0.122) (4.0)(15.78) (0) (15.0) (42.4) %
¥ %[0.970;2.1371[0.578;2.561]

<

g Denominator

23.703(0}(1.673)(2.0) (4.0)(15.0)(15.69)«
*[0.420;0.9551[0.974;3.159][0.0765;5.397]

Pg Dencminator
1.626(1.673)(3.103)(5.0){15.0)%

¥ #[0.702;0.059]1[0.437;0.8961[0.575;13.6]
Y command ) Denominator
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SECTION IV
SYSTEM INPUTS

Performance of the feedback control arrangements described in
Section ITIT will be dependent on the environment in which they operate.
In particular it is necessary to define an appropriate set of inputs
and disturbances for the approach measuring system and the alrplane.
Since the approach speed is initislly "trimmed” and the approach guidance
reference is rectilinear, the "command" inputs to the measuring system
are identically zero, if the measuring system is perfectly boresighted.
However, as has already been noted in connection with the block diagrams,
at least seven types of disturbances encountered during an approach should

be considered. These are:

® Steady winds

® Windshears

® Stochastic atmospheric gusts

® Beam ancmalies and bilas errors

® Scanning beam fluctuetion noise

® Missed samples in scanning beam detection

® Pilot's scanning remnant

Models for atmospheric disturbances are discussed in some detail in
Ref. 7, which presents the Jjustification for the choice of particular
levels and shaping. Table XVIT presents a summary of gelected atmospheric
disturbances used to predict errors at the approach "window." It may
be noted that a choice of other levels of the disturbance and/or other

temporal or spectral shapes would alter the results.

Values for steady wind wvelocity and shearing gradient displayed in
Table XVII represent a consensus of the airline industry's unofficial
thinking on environmental limits for automatic approach and landing
(Ref. 7). The magnitudes may be considered somewhat asrbitrary, but they
do represent experience. It may be noted, however, that much larger

shears are not infrequently enccuntered.
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The stochestic turbulence model is drawn from Ref. 18. There the
guet components are represented as stationary random processes which
are formed by passing white noise through an appropriste linear constant
coefficient filter (Dryden form). Thus the six comporents of the
stochastic turbulence are represented by six power spectral densities
and each component is characterized by a mean square value and break

frequency. The spectra in terms of temporal frequency are:

13
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o
o

o, ()
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oy (0) = of
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iis}
=
=
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+
<
no
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no

0 (w) =
= HUoly ., (2000)\?
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m?/Ug
‘I}qg(ﬂ.)) = h_bw)e [IW (CD)
‘} ——
(ﬁUO
w?/Ui
(@) = 5 0, (c)
- (M)
ﬁUO

* This form of ¢p {(w) from Ref. 18 has since been superseded by a different
form in Ref. 19.
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where L,, L,s L, = scale length (ft)
U, = airplane’'s mean (trim) airspeed (ft/sec)
w = frequency (rad/sec)
o = standard deviation

Scale lengths are net well established at low altitudes. The entries
in Table XVIT are the result of chocsing scale lengths appropriate to
an altitude of 100 ft. On the cother hand, the choice of mean square
intensities appropriate to an altitude of 100 ft, as recommended by
Ref. 19, led to RMS values which were thought to be excessive. For
thig reason the RMS gust velocities were chosen to be the ones from

Ref. 19 appropriate to an altitude of 500 ft.

The probability of encountering clear-air turbulence bears an
inverse relationship to altitude and increases to 0.8 at 100 ft
(Ref. 19}, CGiven an encounter with clear-air turbulence, the probability
that the RMS gust velceity will equal or exceed the values given in
Table XVIT is oniy 0.02 (Ref. 19). Thus we may view the gust disturbances
presented in Table XVII as "severe" and as nearly a "worst case” for

approach and landing.

Models for the remainlng three system disturbances were difficult to
derive. Reference 7 has presented scme summary data for VHF-UHF ILS.
The TACLAND measuring system, however, will probably comprise a micro-
wave scanning beam. For that category of equipment only thecretical
predictions and very limited preliminary meassurements are avallable as
a basis for disturbance models (Ref. 20). Experimental flight tracking
meagurements from which missed sample probabilities and guidance system
nolse power speciral densities might be found are possibly available in
raw form at the National Aviation Facilities Experimental Center (NAFEC).
Some data have been accumulated there in connecticn with the ATLS
equipment manufactured by Airborne Instruments Laboratory Division of
Cutler-Hammer, Inc. However these data sre not in a form suitable for

modeling the position-measuring system disturbances at this writing.

Tables XVIII and XIX present caleculated results from Ref. 20
which suggest that crystal drift (Items 1 and 2) and reflection
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anomalies (Ttem 5) will contribute less bias error than the root-gum-
square of angle pickoff bias (Item 5) and boresight bias (ITtem h), both
of which are systematic, static errors. These latter errors should be
capable of reduction in an operational system (Ref. 21). Further since
the path-folliowing crossover fregquency is expected to substantially
exceed the bandwidth of any multipath reflection anomalies, we may
assume for the present example that the root-sum-square (RSS) anomaly
and bias errors exert a negligible influence on dynamic tracking errors

in glide slope and lateral displacement at the decision height.

The remaining errors in Tebles XVIIT and XIX (Items 6 through 12)
are here called "fluctuation noise from sample tc sample."” This is a
dynamic error which is expected on theoretical grounds to exhibit a
broad-band power spectral density relative to path-following crossover
frequencies. In fact, the best estimate of its spectral characteristics
ig based on the assumption that the noise is a boxcar seguence in time
with an interval between samples which is the inverse of the scan
frequency. The half-power bandwidth of fluctuation noise will then be
about one-half the scanning frequency. The root-sum-square (RSS)
fluctuation errors in Tables XVIII and XIX may double in operational
practice (Ref., 21). Therefore we shall adopt for the present example
the R3S fluctuation errors in Table XX.

The preobability of a missed sample has been estimated ag 0.001
(Ref. 21). Reference 41 shows that the influence of a missed sample
on the total root-sum-square (RSS) tracking error is negligible, even
for = missed sample probability as high as 0.2. The effect of missed

samples, therefore, 1s to be entirely neglected.

A model for the pilot's multiloop control-display scanning remnant
is derived in Ref. 22 and has been experimentally validated for two
separated display-control tracking tasks in Ref. 23. The resulting
model of scamning (sampling) remnant is summarized in Table ¥XI
together with definitions of the symbols which appear there. The
average level of nolse power contributed by the pilot's visual

scanning of a particular display is proporticnal to the product of at
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TABLE XX

ANTICTPATED OPERATIONAL FLUCTUATION ERRORS
(Values are for a microwave scanning beam
at a 100 ft decision height.)

Angle (mrad) Distance (ft)
1:20 Glide slope 0.66 1.%2
Centerline azimuth 0.5 7.0

Power spectral density for both cocrdinates

o) T . 2
afT o 2 (units)
. o where o(0) = — ¢
) gin > pit rad;sec
o(w) = o(0) ;
T, 5 oz
= if o= = f dlw)dwm
0]
Sampling time interval Ty (sec)
Half-power frequency ®, /o = %4§-(rad/sec)
o]

Sampling frequency /Ty | 2 I L ! 8 I 16 | Hz

Half -power freguency ®© /o I 5.6 ‘11.2' 22.&’ 4.8 ' rad/sec

N.B. &(w) was approximated by in the analysis



TABLE XXT
SAMPLING REMVANT POWER SPECTRAL DENSITY

@ = f@(w) dw

Definition of sampling remnant power spectral density:

o (@) = Te(1-Te)(1-8)0° unitse)
nn - Wl \°| \red/sec
e (==
2
where o© 1s total mean-squared signal to be sampled

Té 1s mean sampling interval

e 18 effective dwell fraction = Tg /Tg

e
Tae is effective dwell interval
5 1s normalized lower bound on the domein of Tg: To/Tg

>
{1-8) is approximately op /Tg, the sampling veriebility ratio
5

Op  1s stendard deviation in Ty
3

Assume sempling variability ratio (cTS/TS) < 0.5 for skilled pilots.
Effective dwell fractlon is related to foveal dwell fraction, ne, if para-
foveal perception is possible during intersample freaction, 1-ﬁf, by the

expression
®e
Me = M + (1-Tg) 542
ef
where W is crossover frequency with continuous parafoveal

gttention and

Wop is crossover frequency with continuous foveal attention
for K/s controlled element with separated displeys

{(Refer to Ref. 22 for complete theory of sempling remnant applied to

crossover model of human operator tracking.)

68



least three factors:

(1) the total mean-squared value of the displayed signal, e

(2) +the average effective time interval during which the
pilot is not locking et the display [the average
effective intersample or "non-dwell" interval,

T,(1 - fe)]

(3) the sampling interval variability ratio, UTS/TS.

The half-power (cut-off) frequency of the low-pags first order noise
process which characterizes sampling remnant is inversely proportional
to the average effective time interval during which the pilot is looking
at the display (the average effective sample dwell interval, Eae).
Corrobeorating experimental Jjustification for representing the human
operator's remant in single and multiloop tracking tasks by a first
order nolse process which scaleg with the mean-squared value of the
displayed signal is presented in Ref. 24 from a variety of diverse
sources and in Ref. 25 for flight director control tasks during

simulated landing approaches with & transport aircraft.

In the examples to be discussed here, we shall inject a first order
noise process, whose power spectral density is described as in Table XXI,
at each point in the multiloop control topology where the pilot views
a display. For example, ithere are two scanning remnant Injection points
in Fig. 6. One is at the airspeed indicator and the other following
the flight director horizontal pointer displacement summing Jjunction and
the pilot's time delay. In Fig. 10, on the other hand there is only
one scanning remnant injection point. This is fellowing the flight
director vertical pointer displacement summing Jjunction and the pilot's
time delay. Then, following the procedure of Ref. 42 here, we shall
predict the average scanning statistics for the pilot's visual attention
which is required on the flight director and airspeed displays for
tracking control and also for monitoring other situation displays

throughout the landing appreoach.

The prediction of average scanning statistics forms part of the

procedure for estimating approach tracking error variances and covariances.
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Although it scales with displayed signal variance, the injected nocise

which represents sampling remnant produces & component of approach tracking
error variance vhich is relatively uncorrelated with the independent input
forcing functions. This uncorrelated poriion of the spproach tracking error
is here termed incoherent error to distinguish it from the coherent error
caused by the independent inputs. The total (ccherent and incoherent error)
covariance matrix bears a tensor relationship to the coherent covariance
matrix. However, since the sampling remnant scales with only the displayed
signal variances (and not the covariances), a more practical approach

is to predict average scanning statisties in terms cf the relationship

between the total variance vector and the coherent wariance vector.

A rearrangement of the definition of sampling remnant power spectral
density in Table XXTI is useful 1n practice. If we substitute the assumed
upper 1imit of the sampling variability ratio, GTS/TS = 0.5 (for skilled
pilots) the power spectral density in Table XXT becomes

(1 - 7a) 2 uni‘ts2
Omnlw) = g [ Emﬁd )El(rad/sec) (1)
1+

e

vhere g = En/fs and the other symbols are as defined in Table XXT. The

total variance vector {Eg is then related to the coherent variance vector

{ef} by the equation

R I G @

where [ég] is & square coherence matrix containing elements

ST) YL PR
(=) Dles

(3)

wgej 3 P

with j displayed vsriables and i states in the variance vector and where

5., = {15 ? - Q} ig the Kronecker delta.
1J 0; 1 % J
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The determinant of [ég] = aé is ealled the characteristic determinant of
stability in the mean-square sense, or the coherence determinant. Each

component of the coherent variance vector has the form

"EN‘”EIE )
€s = ¢ dw

PR I 1 I

where Ly =d_, Uy Wy (u, = 0), for example, for N = 3 independent

longitudinal inputs. Thus the vector {E?} will, in general, be a8 column
matrix of linear combinations of input-correlated mean-squared errors.

The formal result for the total variance veector is
—_ aj —_
L (5)

Now the adopted gcanning behavior is unknown. It depends, for example,
on satisfying performance reguirements for {EE} and the physical upper
bound on cumulative visual foveal fixation dwell fraction (scanning

workload) expressed in the following equation of constraint.

M
Ms + 2: ny = 1 3 M separate displays; with an optional (6)
J=1 scanning workload margin M, for
non-control tasks

1

This equation is called the "scanning workload constraint.” The adopted

scanning behavior may be discovered by seeking values of @y and ne

which minimize {52}5 subject to the scamning workload constraint.

In practice the minimization procedure can be accomplished by simul -

taneous solution of Eq 7 and 8 subject to an assumed value for the effective

sampling-to-crossover frequency ratio, S.

e = ‘ (7)

1 + S | S % 28 (2_&0(2'1.8)
SWeTe )80 (2+wpTe) (3 +weTe)
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wy = S w{1 - M) (rad/sec) (8)
Equation 8 is merely the definition for S. The product, W, Te = (ﬁ/E) - M
where @y is the phase margin of stability for the crossover model.
Experimental results in Ref. 23 have suggested the followlng ranges of

values for S:

L<g g6 for separate displays among which parafovesl

- perception is inhibited
6 <8 <10 for combined displays among which parafoveal
perception may be significant.
Then the coefficient, (1 - ne)/d%, of the incoherent power integral in
each element of A; in Eq 3 can be related to the adopted crossover frequency

W, (or to the displayed signal bandwidth “b) by rearranging equation 8:

(1"T]e) . 1
g S we

The average scanning frequency, (f,), scanning interval (TS), and effective

dwell interval (Tde) follow from their definitioms.

£, = ws/en (Hz) (9)
Tg = 1/fg (sec) (10)
Tde = ﬂeﬁs {sec) (11)

Sometimes the sum of the effective dwell fractions will exceed
unity in the scanning workload constraint. More often the sum
will exceed {1 - Mg), where M, is a margin of scamning workload for
communication, navigation, search, identification, fuel management and
supervisory tasks. Effective dwell fractions, the sum of which apparently
exceeds the scanning workload congtraint can be achieved with lower foveal
dwell fractlions if parafoveal perception of the appropriately displayed
signals is not inhibited. A reduced fovesl dwell fraction can be

estimated from the equaticn

72



e T T (0 <o <) (12)

where Q= W, /m the average parafoveal-to-foveal gain crossover

ce?
frequency ratio from Table XXT.

1 1s largest on a combined display with two signals and homogeneous

equalization. Increasing display separation reduces 0 and increasing
the number of displays alsc reduges . The cumulative dwell fraction
(scanning workload) will be based on a sum of foveal dwell fractions,
Ngs whereas the coherence determinant, &E’ will be based on effective

dwell fractlions, N which are greater than or equal to Ne-

The coherence determinant governs multiloop stability in the mean-
square sense; therefore, it must be greater than zero. 4 value for the
determinant which is much legs than unity means that incoherent error
power due fto sampling remnant will be much greater than the coherent
error power due to inputs and disturbances. TIf the coherence determinant
approaches unity (its upper bound), the error power will become increasingly

coherent.

The coherence determinant depends on the displey scanning statistics
as well ag the closed loop freguency responses to sampling remnant.
Therefore, it is desirable to obtalin the c¢oherence determinant in analytic
form first, so that the average scanning statistics can be egtimated in
conjunction with their influence on scamming workload {cumulative dwell

fraction) and mean-squared errors.

Some savings in lebor will result if preliminary coherence tests of
1y (to ascertain whether or not it is greater than 0.4, for example) are
based on only the principal diagonal elements of A,. Experience has
shown that all members of one set of off-diagonal elements will usually
be negligible; thus, the value of the determinant i1s practically
equal to the value of its principal diagonal. Computation of the
principal diagonal elements iz sufficlent to define a scanning
behavior., All of the elements of the determinant, are, of
courge, required to verify that ;E has been minimized and

satlisfies approach performance reguirements.
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In the example of manual control of the A-TD approach with a flight
director, the control tasks explicitly require only three displayed
signals, airspeed error, ups,, flight director pitech error (horizontal

pointer) Ex? and flight director roll error(vertical pointer) A

€ .
complete analysis of the adopted display scanning behavior woulg alsc
include all of the situation and status displays required in the landing
approach. Such an analysis, however, iz beyond the scope of this
example. Therefore we shall illustrate the predictions of scanning
gtatistiecs which have been made for the pilot's visual atterniion on the
three primary control signals by subsuming the scanning worklcad for

status information within the margin, MB.
The results are shown in Table XXIT.

Since the tweo flight director signals are presented on a combined
indicator in the A-TD, the predicted combined foveal dwell fraction
is the sum of 0.40 and 0.3% or 0.73. This fraction, coupled with a
foveal dwell fraction of only 0.05 on the separate alrspeed display
and a margin of 0.22 for status displays satisfies the unit scanning
workload constraint. All of the predicted statistics shown here are
roughly comparable to experimental results measured in a simulated DC-8

flight director approach in Ref. 26.

Since each coherence determinant is greater than 0.9, we may expect
that sampling remnant will contribute little incoherent power to the
total error variance. This 1s perhaps as one would expect, if the flight

director is so designed that it can be properly used.

The pilot's scanning remnant is now defined for the purpose of

inclusion as an input in the system analysis.
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SECTION V
MEASURES OF PERFCRMANCE, SAFETY AND PILOT ACCEPTANCE

Appropriate memssures of TACLAND system performsnce must be sensitive
to variables indicative of landing success and minimally affected by
quantities difficult to define exactly such as accident rates. Intro-
duction of a criterion for continuing an approsch based upon "making a
window" in terms of allowable deviations in airspeed, and normasl and
lateral displacement from the reference glidepath, is a device which
makes it possible to obtain a performance measure with the desired
properties. The key performance parameter is the average number of
approaches required to land, given an arrival at the terminal. It
further turns out that this measure is proportional to both system
effectiveness {minimum average time between landings) and system
gafety (accident Eotential). This measure may be used with a fixed
window size and corresponding accident rates when relative comparisons
of competing system performance are desired. When absolute performance
is the concern for a single system the window size should be optimized
for maximum system effectiveness and safety in view of the best relevant

estimates of accident rates.

The average number of approaches regquired to land is derived from
a probability tree outcome model. Its complexity 1s held to the
minimum appropriate for obtaining a sensitive measure. The nmodel
consists of a network of various system centered, pilot centered, and
window centered prcbabilities which act to determine estimates of the
probability of the variocus alternative outcome events (safe landing,
accldent, missed approach, etc.) occurring. Certain key probsbilities
(accidents per arrival, missed approaches per approach) which are highly
sensitive to system centered probabilities and relatively insensitive
to pilot centered and window centered probsbilities can be computed

using the probability tree ocutcome model.

The analytical viewpoint which may be adopted for system analysis

is elosely constralned by the nature of what might be termed an
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"acceptably performing” TACLAND system. This is because an acceptable
system may have an appreciable missed approach rate even though accidents
may be very rare indeed.® It turns out that this is both a curse and =
blessing. It is & cursge because it prevents straight-forward propagation
of the covariances to the point where the covariances of certain variables
define accident probabilities. On the other hand, it forces us to take

a simpler view of the problem. A first reaction might be that this would
render the result obtained considerably less interesting. Fortunately,
however, with a proper physical interpretation of the simplified problem
statistices, this is not the case. In actual fact, the result of the
simpler problem is what is actually needed - and is what would probably
be used in any event regardless of model complexity - since it is the

most sensitive system-centered measure of system performance and

safety.

The key simplification is that of determining missed approach rates
based upon the statistics of "making a window." The gquality of a
particular system can then be judged relatively and with confidence
based upon the missed approach rates. Why is this so? To answer this,
we shall derive a performance measure and a safety measure from the

robabilistic measures of "making a window."
P

System performance is here interpreted in a sense of effectiveness.
That is, performance is equated with the minimum average time between

landings

AT
1-Pma

(min. av. time between landings) =

where AT is the average time separation required between approaching

* An appreciable missed approach rate distorts the random variable
distribution governing accidents from the Gaussian distribution. This
makes analysis considerably more difficult if not infeasible as a
practical matter.
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aireraft and PMA ig the probsbility of a missed approach on any given

approach.

That is, the probability of a missed approach on any given approach is
the probability of not meking the window on any given approach, Py,
multiplied by the probability of the pilet making the {correct) decision

to discontinue the approach, Pp, given that he did not make the window.

A preliminary selection of an oversall system requirement for epproach
system performance would be & preliminary to the development of subsystenm
performance requirements. We selected a reguirement, subject to Air
Force approval,vwhich was expressed in terms of the expected or probable

number of missed approaches, given an arrival at the terminal:

PMA/ARR < 0.05

This requirement 1s related to Py,, the probability of a missed approach

on any given approach by the expression

Pua/aRrR T 7o Py, S 0O

from which Pyp < 0.0k76

and the factor (1 =Py~ < 1,05

We shall see from subsequent numerical examples that, in the selected

disturbance environment, this is a very stringent performance requirement.

No numerical reguirement such as this is presently applied in civil or

military operations.

Safety 1s Interpreted in terms of accident potential. For the

probabillty tree which, in our Jjudgment, best fits the situation, the
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probable number of azceidents given anarrival at the terminal, PACC/ARR;

can he approximated as:

P

P L ——
ACC/ARR 1 - Py

where Pm is the probability of an accident given that the window ig
attained. The approximation arises because of the assumption that PA1

1s equal to the probability that an accident results when the window is
not attained. This assumption, however, tends to be valid because of the
fact that the relatively high probability of an accident given continuation
of an approach which does not make the window, Py, is offset by the very
low probability, 1 - Pp, that such an approcach would be continued. 1In

equation form, this amounts to:
Pay = (1 - Pp)Ppy

The implicit assertion is that when a pilot decides to continue an
approach which does not make the window 1t is because in his experienced
opinion there is no greater risk, (1 - PD)PAE: than the risk, Ppq,
which would cbtain when continuing an approach which does make the

. *
window.

The key factor in both the measure of performance and the meagure of
safety is (1 - PMA)"1. This can be ldentified as the average number of
approaches which must be made to achleve one landing per arrival at the
terminal, or alternatively, as the accident exposure multiplier because

of missed avproaches. This measure 1s sensitive only to the systen

* This evaluation is made with a restricted viewpoint. It is shown in
Ref. 27 that this policy is not optimum, but is very close to optimum
when the missed window rate, Py, and/or the accident ratio PA1/PA2 are
low.

79



centered probability, PW’ and hence is a measuvre 1deally suited to our

purpose. It will be minimum for the optimum system.

Given a window of fixed "size" reasonzbly close to the runway
threshold and a single aircraft type, the statistics for each type of
accident, or for all types considered collectively, can be expected
to be invariant for all approaches which attain the window. This is
not to imply that these accident statistics are or must be known in
any other way. However, it is c¢lear that accident rates must be very
smell to be tolerable. These rates would be governed mainly by window
size given that the window is attained. The exact window gize is not
critical for making system performance comparisons on a relative basis.
Window size must be optimized for best performance and safety conly when

absolute performance is of Interest.

For the sake of being definitive, and preoceeding in a way conscnant
with current airline practice for Cat IT approaches, we shall agssume
that most, but not all, approaches which do not make the window result
in missed approaches. All those which make the window are assumed to
be continued. Those approaches which do not make the window but are
continued anyway will also be assumed to result in an invariant (but
substantially higher) accident rate for a given type of aircraft.

Bince the accident rates per appreach for making cr not making the
window are considered fixed, variability in the accident rates per
arriving aircraft depends only upon the window attainment probability
and the correct decision probability. Probability of window attainment
depends directly upon the overall landing system quality for a given

disturbance environment.

The above features are incorporasted in the probability tree outcome
model of Fig. 12. All types of accidents are considered collectively
in Fig. 12 although the same structure would be applicable for con-

sidering any one type of accident.

Probabilities for the events of interest can be derived directly

from Fig. 12. BSeveral are derived below. The key probabilities are:
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Arrival,
ARR

Approach,

Safe
Landing,OK

e Py

APP

+

’_PAZ

Accident,ACC
Ll Py Paz i-{%} —

Missed Approach ,LA_A

e PD

Missed Approach, MA

Legend for Probabilities

Py
Pp

Pma
Paj
Ppo

Prob. of being outside window

Prob. of discontinuing approach if outgside window

Prob. of missed approach on any one appreach. PMA = PyPp
Prob. of asceident if inside window

Prob. of accident if outside window

Abbreviations for BEvents

0K
ACC
MA
APP
ARR

Safe landing
Landing accident
Missed approach
Approach

Arrival at terminal aresa

Figuré 12, Probability Tree Outcome Model
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PAPP/ARR - Probable number of approaches gilven an arrival

PMA/ARR -~ Probsble number of missed approaches given an arrival

PACC/ARR - Probable number of accldents given an arrival

1 ]
Papp/arr = TR, T T - P

Paco/app = Far + (Paz - Bay)Py - PuoPpPy

Ppr + (Ppp = Pap)Pw - PpoPpPy | P

P = .
ACC/ARR 1 - B 1 - B
Pya/app = FPp = Fua

MA/ARR  ~ 7 - PyPp 1 - Py,

It is eclear that the probabilities when referred to arrivals are amplified
by (1 - PMA)'1 times the comparable quantities referred@ to approaches.

We should be concerned with the statistics based upon arrivals in
distinction to thoge based upon approaches. (This distinction, however,
becomes significant only as the missed approach rate becomes gignificant,
say five percent or more.) For TACLAND, this will probably be an important
consideration because missed approaches tend to occur more freguently

as visibility levels are lowered, other things being equal.

The missed approach rate per approach depends upon a pilot decision
centered probability, PD, which tends toward unity, and a system
centered probability, Py, which is highly dependent upon overall system
quality of performance. The pilot centered probability can be chosen
to be a fixed number near unity, say 0.95, without affecting performance
comparisons of competing systems on a relative basis. It is demonstrated
in Ref. 27 that, if Pp is nearly unity, it does not have a significant

affect on the other measureg of performance and safety in any case.
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Thus only the system centered probability, PW

system design, but the closely related measure P

, remains as a function of
APP/ARR is the proper
measure to use for comparative purposes. This measure 1ls the ome
selected here as & measure of performance and safety. It reflects the
influence of system performance gquality on both the minimum average

time between landings and on accident rates.

Measures of pilot acceplance fall into guantitative and qualitative
classifications. These measures are of secondary importance to performance
measures for the first screening of competing systems, but are a prime
conslderation along with performance meagures for the second and

subsequent screenings.

Quantitative measures of pilot acceptance consist of the variances
of attitude deviations, attitude rates, accelerations, airspeed fluctuations
and control deflections; the maximum values of piteh and bank angles
and rate of degcent™ required; and the margin from stall. The qualitative
measures ineclude pilot opinion, pilet workload estimates, and degree
of consonance between sutomatic and manual control technigues (for ease
of monitoring autcomatics, for rapid failure detection and for rapid

takeover in the event of a failure).

Scme "maximum permissible" wvalues for the quantitative messures are
given in Table XXIIT below. These are taken from Ref. 14 and are
gppropriate for autopilot-coupled approaches. No comparable authoritative
guantitative reference has been found for acceptable control defections.
Presumably these meagures can be taken to comprise some of the other

measures, such ag margin from the stall.

Some gqualitative measures may possibly be evaluated in numerical
terms, such as by calculating predicted pilot opinion rating or scanning
workload, but in connection with the example systems considered in this
investigation, neither of these two measures was thought to be at all

critieal. Furthermore the problem of consonance between automatic and

* Maximum rate of descent is a critical parameter only for so-called
steep approaches which may typify V/STOL operations.
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manual control techniques did not arise as it perhaps would in connection

with an airplane equipped with direct 1ift control.

For these reasons

the formulation of qualitative meagsures of pilot acceptance was passed

over, and no attempt was made to actually evaluate them.

TABLE XXITIT

SOME QUANTITATIVE MEASURES OF PILOT ACCEPTANCE

FOR AUTOMATTIC

APPROACHES

Maximum permissible
value of a measure
with respect to its
trimmed value¥*

Landing Approach Phase

From localizer
capture to &
point 2 mi
inbound from
outer marker

From a point
2 ml inside
outer marker to

‘Decision Height

Glide slope capture-
gstabilization and
steady-state tracking

Roll angle, 9 (deg)

Roll rate, p
(deg/sec)

Heading, ¥ (deg)

Piteh angle, ©
(deg)

Wermal acceleration,
a
_Z ngn
g

130.0 deg
+10.0 deg/sec

$10.0 deg

.0 deg
+10.0 deg/sec

5.0 deg

i
|

i

* Maximum permissible valueg of a Gaussian random varisble are
often interpreted as that value which will never be exceeded

with probability 0.997k.

For this interpretation the "maximum

permissible" value is three times the standard deviation or
30, where o 1s the RMS value.
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SECTION VI

METHODS FOR SIMPLIFYING THE COMPUTATION
OF TACLAND SYSTEM PERFORMANCE STATISTICS

4, SCCPE AND RESOLUTION OF THE DIFFICULTIES

The TACLAND system model which we have, at this point, assembled is,
in general, nonlinear. The model includes two range-varying outer loop
gains becauseof the angular nature of the terminal site measuring system.
This range-variation in gain may be equivalently represented as & time-
variation by using a distance-to-time coordinate transformation which
is a funection of approach velocity. For practically all vehicles, the
trimmed approach velocity can be regarded as being piecewise constant
for the purpose of developing this coordinate transformation. In this
way, the range-varying TACLAND system model may be transformed into a

linear dynamical model having, at worst, two time-dependent gains.

This linear, time-varying TACLAND gystem model applies for the
interval of time between the end of the glide slope capture maneuver
and the passage of the landing approach "window" at the 100 ft decision
altitude. The duration of time for which this dynamicsl process is of
interest is clearly finite. Because of this, we must regard the TACLAND

gystem model as describing a finite duration process.

At the initiation of this process (the end of the glide slope
capture maneuver), the glide slope deviation, airspeed deviation and
localizer deviation from nominal values will each be characterized by a
distribution. This feature imposes stochastic initlal conditions on the

dynamical TACLAND system model.

In the following subsectlions, we will first consider two alternative
methods for computing the covariance matrix for key response variables
at the approach window using the TACLAND system model discussed above.
Following this, we will assess, in turn, the gignificance of the time-
varying and finite time duration features of the process. Thege latter
two topics lead, eventually, to the conclusion that system performance

can be evaluated with sufficient accuracy using a time-invariant,
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infinite time duration apprecximation to the linear time-varying, finite
time duration, TACLAND system model. Furthermore, the effects of the

stochastic initial conditions may be neglected.

This result represents a very considerable simplification which will,
in turn, result in a considerable saving in time when performing
computations. This is because variance computations for a time-invariant,
infinite time duration system may be accomplished hy the algebraic
procedure given in Appendix E of Ref. 28. A modest extension of the
technique presented there is given in Appendix C of this report so as

to accommodate the computation of covariances as well,
B. COMPUTING VARTANCES AND COVARTANCES

When a linear systems analysis model is used and the distributions
of the input variasbles are Gaussian, there are two relatively efficient
metheds for computing variances and covariances. These are the
covariance propagation method (Ref. 29, 32) and the modified adjoint
system method (Ref. 29 - 32). The medified adjoint system method, is the
more appropriate when the variances and covariances are required only at
one or two particular fimes, while the covariance propagation method is
more eppropriate when the variances and covariances are needed al several
timeg or as continuous functions of time. Introduction of the landing
approach window concept (introduced in Section I) means that the
variances and covariances are of interest only at the time of window
passage. Hence the modified adjoint system method will be more
appropriate for landing approasch system analysis wken using the model

discussed ahove.

The relative computationsl efliciency of the two methods is compared
in Ref. 32 in terms of the number of integrations required. If the

modified adjoint system method is to be used, each element of the

covariance matrix for the key response variables may be computed by
one simulation run invelving 2n + 1 integrations in iime, where n is
the order of the linear system model differential equations. If p key

response variables are required to describe system performance, then at
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most only p{p + 1)/2 simulation runsg are required to compute all elements
of the covariance matrix for the key response variables. This is

because the covariance matrix is symmetrical.

For the alternative covariance propagation method, all elements of
the covariance matrix for the key response variables can be computed from
a single simulation run. However, nln + 1)/2 integrations in time are
required, where n 1s again the order of the linear system model
differential equations. Therefore, when n > 4, it is not only more
appropriate but also more efficient to use the modified adjoint system
method rather than the covariance propagation methed for computing

landing approach system performance at the approach window.

Even though the modified adjoint system method is the more efficient
computational technique for the system model deseribed sbove, it still
may involve more computation and more complex programming than is hecessary
in order to arrive at accurete estimates of the TACLAND system performance
statistics. For example, i1t would be very convenient if the variance
computation procedure for linear, stationary, infinite duration processes
could yield results which closely approximate those that would be obtained
for the linear, time-varying, finite duration process model using the
modified adjoint system method. This 1s because computation is much
simpler and faster for the former case. Two matters must be carefully
congidered, however, before making this approximation:

® 3Significance of the time-varying character of
the problem

® Significance of the fact that the process has a
finite duration.

We aghall consider each of these in turn in tne following subsections.
¢. THE TIME-VARYING CHARACTER OF THE SYSTEM MODEL IS NEGLIGIBLE

Tke number of time-varying parameters in the system model is at a
minimum. The time-varying character of the gust-shaping filters has
already been eliminated by assuming that the parameters for a particular

altitude are representative of the egsential effects upon system performance
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at the window. The remaining time-varying effect arises because of the
varying relation of linear and angular measures of the same varisble
through range, e.g., glide slope deviation. The beam blas, anomalies

end fluctuation noise exhibit stationary angular measures, except when
they are measured very near the transmitting antenna. Therefore the beam
errors will be linearly decreasing with time when they are expressed in
linear measures. However, since Ref. 41 shows that predicted microwave
heam errors will contribute little to total system errors in the presence
of severe atmospheric turbulence between the outer marker and the window
of the Category IIB decision height, we shall neglect the time variation
in linear measures of beam noise power in the examples here. Furthermore,
gince the outer loops of the TACLAND measuring system will normally
incorporate some form of compensation which is a function of range to

the terminal site, any time-variation in outer loop gain will be virtually
eliminated except possibly when at very small ranges from the transmitting
antenna. Time-varying effects may therefore be considered to be practically
nil, and we may treat the TACLAND system model as a stationary (time-

invariant) one.
D. FINITE-DURATION PROCESS EFFECTS ARE NEGLIGIBLE

The effeet of assuming that the finite duration process can be
approximated by an infinite duration process can best be appraised
analytically by investigating the difference in the variances as computed
by each approach for a very simple model of the problem. This matter
might also be investigated empirically by a second approach which does
not require any such simplifying approximation. This might be done by
making several runs with the modified adjoint system model starting
with the shortest run length of interest and gradually increasing the
run length toward infinite time until no further significant changes
in the variances are noted. The last results should equal the results
from the first method of computation. Comparison of the results for
shortest run length of interest with those for an infinite run length

would enable evaluation of the approximation's validity.
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The first approach, which can be pursued analytically, has been
developed in detail in Ref. 32. The constituents of the very simple
gystens analysis model are: A stationary first order input shaping
filter. This generates a stochastic input, i(t), from unit white noise
which is applied to the system starting at © = 0. This input has unity
variance and & bandwidth of a rad/sec. The system is represented by a
stationary first order lag (&h/s+mc) with unity DC gain and bandwidth,

or open-(outer) loop crossover frequency, of @, rad/sec.

The validity of approximating the finite duration process by the
infinite duration process is assessed analytically in Ref. 32 by
investigating the ratio of the variances computed for finite duration
and for infinite duration using this simple model of the problem. If

initial conditiocon effects are neglected, the ratio of the finite duration

variance in disturbance response, c?(T), to the infinite duration variance,

Ug(w), is

o

o= (T) wo + & o

r - 1 + e EU)CT (i — e (U.)c + a.)T (VI-_I)
Ui(‘”) O‘)c - a Pe

where T represents the finite time duration of the landing approach.
The ratio of variances can be computed for values of we = 1/3 rad/sec,
a =2 rad/sec, and T = 115 sec, which are characteristic of a conventional

landing approach. Then:

2 230 805
oy(115) - == - ==
= .- % e 2 4 % e (vI-2)

o)

Since the gsecond and third terms on the RHS of this equation are extra-
ordinarily small in comparison with unity, the simpler Infinite time

duration approximation can be expected to be very accurate.

The difference between covariances computed for an infinite duration
landing approach and the covariances for a finite duration aspproach

which terminates at the time of passage of the approach window are
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expected to be practically nil. Therefore we may indeed treat the TACLAND
system model as a linear, stationary, infinite time duration process,

provided the initial condition effects are negligible.
E. STOCHASTIC INITIAL CONDITIOW EFFECTS ARE NEGLIGIBLE

An approach similar to the one used above to show that finite duration
effects are negligible has been used in Ref. 32 to show that any reason-
able stochastic initial conditions on the system (at the end of the glide
slope capture maneuver) have only negligible effects on covariances at
the window. Again, take a very simpiified view of' the system. Represent
the system by a stationary first order lag with & bandwidth, or open-
(outer) loop crossover frequency of w, rad/sec. The mean square value,
or variance, Giic(t)’ of the initiaé condition response of the system,

r, relative to its initial value, Uric(O), can then be computed. This

ratio is:

2
oy, (%)
Ao = eT%E (VI-3)
Gric(o)

For the effect of stochastic initial conditions on covariances at the
window to be negligible, thig ratio should be very small compared to one
for t = T. Again using the typical values of w, = 1/3 rad/sec ana

T = 115.0 sec the ratio is:

2 230
o, (T) - =
Fe © L o O (VI-4)
o2 (0)
1c

The ratio is indeed very small with respect to unity. Therefore any
likely stochastic initial conditions will have negligible effects on
performance at the window for the TACLAND systems analysis problem.

Notice that even if w, is as low as 0.1 rad/sec as is the case for
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control of airspeed, the same conclusion holds true. This result is the
one we seek in order 140 justify use of the variance computation pro-
procedure (and its extension given in Appendix C). The procedure is,
strictly speaking, appropriate only for linear, stationary, infinite

duration processes.

F. THE SIMPLIFIED COMPUTATION OF THE COVARTANCE MATRIX

Approximation of the linear time-varying, finite duration process
model for the TACLAND measuring system by a linear, infinite duration,
stationary process model which 1s independent of initial conditions
has now been rationalized. This allows us to compute the covariance
matrix, by the purely algebraic procedure given in Appendix C. That is,
when numerical computations are performed, nc numerical integration is
involved. Because of this, numerical computations are direct {i.e.,
do not involve iteration), are rapid, snd do not require an error
analysis in order to validate integration step size, etec. The only
check required, 1s accomplished by inspecting the value of det [CE D]
(Refer to Eq 16 and 17 in Appendix C.) to determine that it is sufficiently
different from zero to assure that the matrix, [CE D], is well conditioned

for inversion.

The key system response varlables are glide slope deviation, asirspeed
deviation and localizer deviation from nominal values. Because of the
symmetry about a vertical plane of the vehicle and guidance geometry,
the equations describing this system can be partitioned into twe independent
sets. The two zets are the ones which invelve in-plane coordinates, and
the ones which involve out-of-plane coordinates. Glide slope deviation
and airspeed deviation are in-plane coordinates. Lacalizer deviation is
an out-of-plane coordinate. Furthermore, the disturbances which force
the in-plane motions are statistically independent of the disturbances
which force the out-of-plane motions. Because of this, the covariance
of localizer deviation with either glide slope deviation or airspeed

deviation will be zero.

The covariance of glide slope deviation and airspeed deviation,

however, will not necessarily be zerc, or for that matter even small.
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In a well designed system, however, the covariance of glide glope deviation
and airspeed deviation will either be very small or will be such that the
particularly dengerous combinations (low and slow, high and fast) have

& very low likelihood of occurring. This covariance, and the variances

cf glide slope deviation, airspeed deviation and localizer deviation

may be computed using the equations and computer program glven in

Appendix C,

These computed covariances are then used in computing the key system
centered probability, Py. Py is the probability of not attaining the
window on any given approcach. This probabiliiy, in turn, affectis the
measures of performance and safety in a sensitive way, and therefore its
computation ig the focal point of the systems analysis. Computation

of this key probability is treated in the next followlng Section.
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SECTION VII

CALCULATION OF APPROACH OUTCOME PROBABILITIES AND
RELATED MEASURES OF PERFORMANCE AND SAFETY

In the last Section we pointed to the preferred methods for calculating
the variances and covariances of the airecrafi response variables in the
presence of stochastic disturbances and noise. Thege depended on the
approximately correct assumptlion that the clogsed loop systems might be
represented {for the purpose intended) as linear with constant coefficients.
When this is the case and when further, as we have already assumed, the
gust intensities and radio noise gignals asre Gaussianly distributed, the
distributicons of the response variables will also be Gaussian. These
d¢istributions, however, will not, in general, have zero means. In
particular the distributions of the lateral devistion from the bean, y,
and the normsl devistion from the beam, d, will tend to have non-zero
mean values which may be functions of the beam bias errors, initisl

conditions, winds, and windshears.

A justification for neglecting the contributions to the mean values
of the beam bias errors and the initial conditions has already been
presented, This leaves only the winds and windshears, discussed in
Section IV, as the digsturbances which may contribute to the mean values

of the responses which comprise the dimensions of the window.

The measures of performance and safety discussed in Section V
depend on the evaluation of the probabilility of missing the window, PW'
The method of evaluating that probability is exposed in general ferms
in the next subsecticon. We then return to the calculation of numerical

results for the two examples.
A, PARTITIONING THE PROBABILITY OF MISSING THE WINDOW

Contributions to the prcbability of missing the window, PW’ arise

independently from the longitudinal and lateral deviations with respect
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to the corresponding dimensions of the approach window. This is the csse

because the governing eguations of motion are uncoupled.

By virtue of the independence of longitudinal and lateral deviations,

PW can be expressed as
Py = Prome * Prar - Promefrar (Viz-1)

where PLONG is the probability of exceeding the window boundary in 4
and/or Upg, and Ppap is the probability of exceeding the window

boundary in y.

We might further concede that PLONG or Pyap may be conditioned upon
the level of the deterministic disturbances (such as windshear level)
and stochastic disturbances (such as the stochastic wind disturbance).

This would result in

f PLONG(H’H’ngpr)D(H)D(H)p(UWJg)D(UWg)dH dH dﬂ'ugdo’wg

o o 00
e - J £

(VIT-2)

o
PLAT 4[ Prap(CsCs 0y o, ) ol C) el ploy Jelay )aC aC doy dap,
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é‘-ﬂe
é‘-\s

e 9

-0

(VII-3)

where 0 is headwind magnitude, C is crosswind magnitude, ng is the standard
deviation of the longitudinal gust component and so forth, and p(*) is

the probability of occurrence of the level (+) on a world-wide basis.

This degree of refinement, however, is necessary only for examining

system performance on an absolute basis. Because of the labor involved

in finding reliable data on the p(') and in computing the probabllities

as a funetion of four variables, we shall inves?igate'PLONG and PLAT

only for the critical combinations of fixed H, H, C, C and o gust values
given in Section IV. {Note that in the model the pitching gusts Qg are

not independent of the normal gusts, nor are the yawing gusts rg
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independent of the side gusts, Vg For this reason the effect of the
pitching and yawing gusts is inciuded in the equations of motion and
the pitching and yawing gusts do not then need to be considered as

applied to the airplane.)

Consider PLAT first because 1t is simpler. The mean and varilance
of lateral deviation, y, are computed for the cases of the inputs of
Section IV applied to systems of Section III. Thege results define a
single dimensional Gaussian distribution which may be compared to the
lateral half-window dimension to compute PLAT' The technique for this
is portrayed in Fig. 13, where fLAT(Y‘E;Dyy(T)) iz the one-dimensional
Gaussian probability density funetion of lateral deviation. It is
characterized by the mean value, ¥, and the variance or mean sguare,
Dyy(T) = Gi. In Fig. 13, the sum of the shaded areas under the
probability density function is equal tc PLAT’ the probability of not

attaining the window because of excessive lateral deviation. The

equation for Pyamp is:

2 2
(rovg) - 2 .
-Lrery . 205 Y 265
Prap = f — dy + f dy (VII-L
- \ancry 2=y 2y

Tables of the Gaussian (normal) probability distribution function
(e.g. Relf. 33) may be used to evaluate the two terms on the right hand

gide of this equatiocn.

Evaluation of PLONG ig gomewhat more involved because the two-
dimensional vprobability density function for normal deviation from the
reference glidepath and airspeed deviation should be used. This 1s
because the covariance for these two varlables will not necessarily be
zero., FPFor fixed values of the deterministic input parameters, H and ﬁ,
the mean normal and airspeed deviations at the window will have been
determined by solving the system equations with these deterministic

inputs up to the time of window passage. The covariance matrix, D(T),
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fLar{y =¥, Dyy(T)

P_ar=2 Shaded Areas

Window -

/

=72 0 ¥y(T} 72
Nominal Mean Lateral
On Deviation Deviation
Course (ft)

Figure 13, Relation of the Window and PiaT
to the Probability Density Function

for normal and sirspeed deviations can be calculated by any one of the
three methods discussed in Section VI. in this case, D(T) is the 2 x 2

symmetric matrix:

D D
d
p(r) - | °¢ & (VII-5)

u o uu
These quantities can be combined with the longitudinal window dimensions
in order to compute PLONG' The technigque for this is portrayed pictorially
in Fig. 1%, where fLONG(d'E’uAS‘ﬁﬁS’D(T)) is the two-dimensional Gaussian
probability density funection of the longitudinal deviation. It is completely
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characterized by the mean values d and EAS and by the 2 x 2 covariance
matrix D{T). In this case, we have portrayed (1"PLONG) as the

volume under the two-dimensional probability density function and

within the longitudinal window dimensicns. To get Proyg, merely subtract

(1-Propg) from unity. The equation expressing Ppy~ is:

- - 1 -1 j d
12- 8.h5-Upg - Ald,ug)d (T,
Powe = - J f : ad duyg

-(1243) -(8.45+,g) 2y |D(T) |

(VIT-6)

Promg is best computed using the form given above, and using a digital
computer program to evaluate the two-dimensional integral con the right

hand zide.

From this point, it is & relatively easy matter to compute Pwrusing
Eq VII-1, and then to compute the probabilistic measure of performance
and safety, (1 =- PWPD)-1: given in Section V. As explained there, a
value of (for example) Pp = 0.95 is to be assumed for this computation
where PD is the probability of the pilot making the (correct) decision

to discontinue an approach, given that he has not attained the window.
B. DETERMINISTIC WIND CONTRIBUTIONS TO THE MEAN VALUES

In evaluating the contributions of the winds snd windshears to the
normal and lateral deviations at the window twe slightly different

procedures have been used in the cases of the two examples.

Msnual-flight director contrel of the A-7D is a system which does
not provide for integration of either longitudinal or lateral deviation
from the beam. The influence of steady wind components on the outcome
of the approach will, therefore, be felt strongly in the absence of
corrective action on the part of the pilot. On the other hand, the pilot
may, indeed very likely does, provide a form of integral control with
regpect to what must be apparent steady errors in deviation from the

glide slope. TFor this reason we will agsume that the pilot can and
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does compensate for the effect of steady headwinds or tallwinds. On
the other hand, as will be shown, the effect of the assumed crosswind is
minor and it perhaps would not be apparent. We therefore will assume
that the pilot does not correct the error due to crosswind with any

type of pseudo-integral control.

In the case of the "windproof" automatic pilot and approach coupler for
the DC-8, integral control is provided in both deviation channels and there are

no pegitien errors at the window because of steady headwinds or crosswinds.

The effect of headwind and crosswind shears are felt by the systems
for both the A-7D and DC-8, but the effects on the DC-8 system are much
gmaller than those produced by the A-TD system.

Table XXIV displays numerical results from calculations of the
deterministic response of the manual-flight director control system
for the A-TD to headwind, headwind shear, crosswind, and crosswind shear.
The values tabulated are the deviations at the Cat IL window. TNote
that since the system is linear, larger, or smaller, inputs will produce
proporticnately larger or smaller valuess of the deviations. It is
remarkable that the mean glide slope deviation errcr sclely in response
t0 the headwind shear is more than half the permissible deviation for
an acceptable approach, and that i1f the pilet did not trim out the effect
of the headwind by means of psuedo-integral control, he would be far
outside the window below the beam! Crosswind and crosswind shear,
with their assumed directions, may be seen in the Table to cause nearly
equal and opposite errors. This result might be considered to be
artificial, but the contribution of either of these disturbance
components to the mean lateral deviation at the window is small enough
in comparison with the lateral dimension of the window so as to be very

nearly insignificant.

Similar results are shown in Table XXV for the DC-8 and its
assumed control system., Only the shears contribute to the mean values
of longitudiral and lateral deviation at the window. For the agsumed
rather small values of shear, acting over only a smsll portion of the

approach, the contributions to the mean values of longitudinal and lateral
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TABLE XXV

SYSTEM ERRORS IN THE PRESENCE OF WINDSHEAR FOR THE DC-8-60

ATRCRAFT UNDER AUTOMATIC APFROACH CONTROL WITH AN ADVANCED AUTOMATIC PILCT

Coordinates
of Cat IT
Approach
"Window"

leide Slope
Deviation (ft)

Lateral

b

|
Deviation (ft)

Airspeed

T

Source of

Headwind shear

: Total - B=0.771 ft/sec?
- Contribution - (4 kts/100 ft
to . between 200 ft
Mean Error f and 100 ft
at "Window" | altitude)
!
1.45 1.49
-1.57 ’ -
;
-7.94 f =7.9k4

Error (ft/sec) |

Medn Error*
Crosswind shes
| C=-0.T7T71 ft/sec
D (-l kts/100 £t
" between 200 ft
and 100 ft
altitude)

-1.57

* There 1s no mean error because of steady headwind or crosswind.
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deviation at the window becasuse of the windshears are here geen to be

very small in comparison with the dimensions of the window itself.
C. RESPCNSE TO STOCHASTIC DISTURBANCES

The individual root mean square (RMS) responses of the closed loop
systems of Section IIT to the several components of the stochastic
disturbances described in Section IV are next calculated by the
preferred methods outlined in Section VI. The RMS responses to the
several inputs are then combined into a root sum squared (RSS)

responge for all the inputs acting simultaneously.

(In the case of manual-flight director controcl of the A-TD, the
pilot's remnant, in part, scales with the mean squared value cf the
displayed signals and it can only be determined at this point in the
analysis. The responses to the remnant input may then be calculated,
and their coatribution is then, in turn, incorporated into the total

RSS response for each motion variable of interest.)

For convenience, the RSE moticn in each variable of interest may
be converted into a marginal probsbility that certain events will occur
congidering the stochastic inputs alcone. The acceptable eventsz of
interest are: 1) being inside the window, and 2) not exceeding the

"I1imits" for pilot acceptance.

Estimation of the marginal probabilities is actually based on a
multivariate Gaussian probability distribution with zero means and
covariances. ?ﬁAS,and ;5 are zero by virtue of the independence of
the longitudinal and lateral motions. We shall also shortly see that,

in a typical case, the covariance dupg is negligible in comparison with
the autocovariances Ug and U%AS' The reader should recall that the

dimensions of the "window" are:

(uAS) airspeed: 5.0 kts = #8.45 ft/sec
(a) glide slope deviation: 12.0 £t

FAA Category IIB
{y) lateral deviation: #72.0 ft megory
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and the "limits” for pilot acceptance are:
(azcg) normal acceleration: 0.5 g = *16.1 f't/sec2

(9) piteh attitude: +6,0 deg = = 0.105 rad

(p)  Dbank attitude: 6.0 deg = £0.105 rad (recomnended by

RTCA SC-79)
(p} roll rate: #10.0 deg/sec = *0.175 rad/sec

() heading: #5.0 deg = *0.087 rad

Results of the calculations of the responge to stochastiec disturbances
of the A-7D airplane with menual-flight directer control are presented
in Tables XXVI{A) and (B).

Table XXVI(A) is for the longltudinal motion variables.
Here it may be observed that the dominant contributions to deviations
in both airspeed and deviation normal to the beam arise from the action
of the longitudinal gusts. The contributions of the vertical gusts
and the beam fluctuation noise are comparatively small. Note that the
marginal probabllities of being inside the window are not very high.
Fluctuations in normal acceleration are sc small by comparison to the
acceptable limit that it is uninteresting to tabulaete them. Otherwise,
somewhat surprisingly, the correlation between deviations normal to the
beam and in airspeed turns cut to be very small by comparison with the
(autoco-) variances in normal deviation and in airspeed. The marginal
probabilities are therefore very close to being independent and we shall
not give any further consideration to the possibility of a correlation

between the variables which determine size of the window.

Data for the random responses in the lateral motion variables for
the A-7D system are summarized in Table XXVI(B). Both side and rolling
gusts contribute significantly to the standard deviation in lateral
displacement from the beam and to the standard deviations in roll rate

and bank angle. Other regponses are effectively uninteresting.

In a fashion almost exactly parallel to the results for the A-TD,
Tables XXVII{A) and (B) display the results of calculating the

response to stochastic disturbances for the DC-8 with an advanced
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automatic pilot and approach coupler. Note, however, that in both Tables
that there is, in this case, no need to take the pilot's remment into

account.

Table XXVII{A) shows again that the principal contributions to the
standard deviations in alrspeed and in normasl displacement from the beam
centerline are caused by the longitudinal gusts. In this case, however,
in part because the deviations in normal displacement are smaller with
the advanced automatie flight control system, the normal gusts are also
a8 very apprecliable factor in the total R3S error in rormal displacement.
Otherwlse note that in the complete absence of a throttle control, the
deviations in airspeed exceed the root mean sguare longitudinal gust
velocity. This in turn leads to & low marginal probability of being
inside the alrspeed dimension of the window at the Cat II decision

height.

In polnt of fact, it may be unrealistic to evaluate the probebility
that the airplane will be inside the airspeed dimension of the window
at the instant it reaches the decision height. What probably happens
during an approach in gusty air is that the pilot "saverages"” the indicated
fluctuations in alrspeed. In the model which we have considered the
actual average of the perturbations in airspeed because of the stochastic
disturbances will be zerc. On the other hand a pseudo-average cbtained
by passing upg through a low pass filter with (say) a time constant of
five seconds would yield a short-term average which might be more
representative of a pilot's judgment, at-the decision height, as to
whether the airplane was et an sirspeed so significantly different from

the trim speed as to Jjustify a go-around.

Again the deviationg in normal acceleration are so small as not to

be worth tabulating.

Deviations in the lateral motion variables of the DC-8 in response
to the stochastic disturbance inputs are presented in Table XXVII(B).
Because of the very high performance sideslip stability augmenter, and
the high bandwidth lateral deviation loop, we find there that the con-
tributions of the wind disturbances to the lateral deviation from the

beam are very small indeed. On the contrary side, the deviations in
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bank angle and heading cannot be sc favorably compared to the limits
propoged hy RTCA S8C-79. This, however, is a nearly inevitable conse-

quence of the levels of gust disturbance.

For the rather large RMS side and rolling gust velocities which
have been assumed, the standard deviations in rudder and ailercn
deflections are each a little less than 6 deg. This represents sbout
cne~third of the available authority for each contrcl. A higher gain
in the rudder and aileron control lcoops would permit better gust
effect suppression but at the cost of more control activity. In the
absence of specific guidelines on acceptable control activity, one-third
authority on an RMS basis was taken to be an upper limit, but this is
only a guess. If lower limits should be imposed, loop gains would have
to be lowered throughout the system. In particular, the crossover
fregqueney of the lateral displacement control loop would have to be
lowered and the probability of execeeding the lateral dimension of the

window would be increased.

It desired, the independent marginal probabilities of beilng inside
the window and/or within the limits for pilot =zcceptance can be very
simply combined to yield a mumber which is the probability that the
stochastic disturbances, by themselves, will produce an outcome which

is not a success. The probability of an unsuccessfui outcome is:

n
B L)

where PMi ith marginal probability

n

il

number of limits (including window dimensions)

For example, the probability of being outside the purely geometric dimensions

of the window because of the stochasti¢ disturbances alone is:

2
g = 7 - [l ()
i=]



where, in this case, the two marginal probabilities are the probabilities
listed in Tables XXVI(A), XXVI(B), ¥XVIIL(A) and IXVII(B) corresponding

to the variances in normal deviation, d, and lateral deviation, y.
Congidering the variances of d and y, the probabllities of an unsuccessful
outcome because of the stochastic disturbances alone are 0.50 for the

A-TD and 0.037 for the DC-8. This very great difference in performance

begins to point up the advantage of the advanced automatic system.
D. MEASURES OF PERFORMANCE AND SAFETY

System errors at the window because of deterministic inputs have been
summarized in Tables XXIV and XXV, and the RSS responses to the stochastic
disturbances have been presented in Tables XXVI and XXVIL. These results
can now be corbined in the fashion described in Section VI to calculate
the marginal probability of being inside the window on any given approach
and further the probability of a missed approach, PMA' Finally the
measure of performance and safety (1 - PMA)-1 can be calculated for the

two example systems.

Table XXVIII displays the intermediste results for the A-TD with
manual flight director control. Note here particularly that both the
mean error because of the deterministic inputs and the standard deviation
of the stochastic response to disturbances combine to produce a low
marginal probability of being inside the limiting dimension of the window
in glide slope deviation. Otherwise the marginal probability of being
inside the window is determined almost entirely by the response to

the random inputs.

Similar data for the case of the DC-8 with an advanced automatic
pilot are presented in Table XXTIX. The marginal probabilities of being
inside the window are much higher in this case with the exception of the
probebility being within the prescribed limits on airspeed. This last

probability could be made higher with the installation of an sutothrottle.

Table XXX summarizes the results for the two examples and carries
the calculations through to the acceident exposure multiplier. Actually

four cases are shown. Since, as has already been explained, it may be
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TABIE XXVIII

MARGINAL PROBABILITY OF BEING INSIDE THE WINDOW FOR THE
A-TD ATRCRAFT UNDER MANUAL APPROACH CONTROL WITH AN
AN/CPU-80A FLIGHT DIRECTOR

e A,
{ Total F Marginal
' Total RSS Error ' Probability
Contribution Including ! of
Coordinates | to Pilot's . Being Inside
of Cat IT | Mean Error Remnant | Cat II
Approach | at "Window" Contribution | "Window"
"Window" ! : on Each
| (from Table) (from Table) f Approach
XXTV XXVI ! Py
: F :
R — ._T-.. ‘: - Tw-“‘ . —
. i |
Glide Slope i 6.4 ; 1.1 ! o
Deviation (£t) | . ‘ 9. 1 445
:
Lateral i 3
; 0.h : . ‘ .
Deviation (ft) ! 1 ; 8.2 | 0.9505
i
Lateral 4 -3,68 i
Deviation (£t) | (no crosswing) 8.2 ; 0.939%
Airspeed L -5, 0
Error (ft/sec) 2.1 9.15 556




TABLE XXTX

MARGTINAL PROBABILITY OF BEING INSIDE THE WINDOW FOR THE
DC-8-60 ATRCRAFT UNDER AUTOMATIC APPROACH CONTROL WITH
AN ADVANCED AUTOMATIC PILOT

Coordinates
of Cat II
Approach
"Window"

Total
Contribution
to
Mean Error

at "Window"

(from Table)
XXV

Glide Slope
Deviation (ft)

Lateral
Deviation

Adrspeed
Error (ft/sec)

1.49

-1.57

7.9k

RS3
Disturoance
Correlated

Error

(from Table)
WVIT

3.5

10.3

11.7%

* There is

no autothrottle.
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Marginal
Probability
cf
Being Inside
Cat II
"Window"
on Bach
Approach

Py

0.9567

-11.425

(1 - 10 :

_ 10-12.566)

0437
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somewhat unrealistic to assume that the pilot will execute a missed
approach if hig airspeed is off at the instant of window passage, we

have shown the probabilities of being outside the dimensions of the window
with and without considering the airspeed dimension. Performance and
safety for the A-TD in low visibillity approaches is geverely limited by

the lag filters in the pitch and roll axes of the flight control system

for the purpose of command rate attenuation. On the other hand, neglecting
the influence of turbulence indueced errors in ailrspeed, performance and
safety for the DC-8 are good. The probability of being outside the geo-
metric dimensions of the window‘is small and the accident exposure

multiplier is acceptably low.
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SECTION VIII

SUMMARY OF IMPLICATIONS FOR THE MEASURING SYSTEM

One of the purposes of the investigation reported here has heen to
develop a method cf determining requirements for the measuring system.
Subject to a large number of fixed assumptions, the method has been
demonstrated in comnection with two examples, and we sre in a position
to trace the influence of changes in the design of the system on
performance and safety. To actually do so, however, has not been within
the scope of this study. Nevertheless, the understanding gained from
analysis of the system can be used in such a way as to be able to make
some stetements concerning requirements on the measuring system. In
particular we can point out some of the areas in which tradeoffs can

be made.

In connection with the example of the DC-8, we have assumed zero
boresight errors, low fluctuation noise, the availability of high
quality beam rate information, and an advanced automatic flight control
system. We have furiher assumed moderate windshear ard a severe turhbulence
environment, end have shown that, neglecting airspeed errors, the
accident exposure multiplier is Just barely less than the recommended
maximum value. Clearly nc concession can be made in the gquality of the
measuring system without decreasing safety. Perhaps, however, the
requirement has been set too stringently in view of the assumed level of
turbulence, and a somewhat degraded performance would, in fact, be
acceptable especizally under more nearly normal conditions. OCn the
other hand, since the dominent contribution to the probability of being
outside the geometric limits of the window arises from the glidepath
error response to turbulence, some degradation of the measuring system
could be tolerated if the control system were further improved with,

for example, direct 1ift control.

There 1s, however, a keen desire to keep complexity on the ground,
at least for many categories of users, and that brings us to the
question of tradeoffs between the characteristics of the ground equipment

and the airborne portion of the measuring system.
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The principal measuring system candidate for TACLAND 1s & scanning
beam system, and in such a system, one of the central issues with respect
to requirements is what the scan rate should be. We cannot answer that
question with finality, but we can agein point to advantages and disad-

vantages of a degree of complexity in the airborne equipment.

A. ESCANNING BEAM TECHNIQUES

The intermittent reception of guidance data, rather than continuous
reception as is provided by the conventional instrument landing system
(I1S), is an inherent characteristic of scanning beam instrument landing
systems. The congiderasble advantages of scanning beam gystems in other
respects than data rate, ss recognized in recent recommendations of
Special Committee SC-117 of the Radio Technical Commission for Aeronauties,
make them & strong candidate for automatic, as well as manually controlled,
approach and landing. However, concern has arisen about possible defi-
clencies in data rate, especially for automatic path control, unless the
beam scanning rate is quite high. Higher data rates have two disadvantages:
(1) complexity in the ground-based equipment resulting from the scanning
gsystem and (2) reduction of the dwell time of the beam on the receiver
antenna. The second disadvantage reduces the position accuracy that

can be derived in the alr on each scan.

Significantly greater costs and complliecations in ground-based equipment
are entailed In high scanning rates than in low ones; therefore, it is
well to specify the lowest rate that will ensure adequate accuracy and
stability in approach, flare and alignment path-following. This minimum
rate can be determined by performance anelysis and computer simulation
of the guidance process for variocus types of aircraft that will use the
system. Before we present some results, we shall summarize key tradeoffs

which affect the techniques of scanning beam transmission and reception.

The ground equipment mey trensmit a synchronized stepped beam or
mey transmit on the scanning beam encoded precision glide slope and
azimuth angles as functilons of the scamning angles. The airborne
equipment determines angular position by counting steps or by decoding

the angle daia contained in the peak amplitude of the received beams
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and then determines distance by interrogating and receiving a reply
from a transponder at the site of the szimuth transmitting antenna.

This last is termed distance measuring equipment (DME). (See Ref. 34.)

Whether the beam moves continuously or 1z stepped, the informaticn
derived at the receiver has a granularity. For a continucusly moving
beam, the granularity is a result of the signal modulaticn. It is small
in magnitude in relation to the desired system accuracy. The desired

system accuracy has been stated to be beiween 0.05 and 0.1 deg. (Ref. 35)

It would require an extremely large nurber of individual steps to
cover incrementally the scanned sector. BStepped systems, therefore,
usually employ interpolation techniques in order to achieve a higher

accuracy than is represented by the sector angle of each step. (Ref. 35)

The angular information, conveyed by the scanning beam, can hbe
derived by comparing beam passage to a reference time, or it can be
directly transmiited as a beam modulation. The choice 1s between

simplicity and accuracy. {Ref. 35)

Derivation of the instant of beam passage with a precision and
linearity suitable for landing requires a consistently high signal
gradient as the beam passes the aircraft antenna. Although simple in
principle, and successful at low-to-moderate elevation angles, this is
difficult to guarentee in practice at the very low angies for flare and
roll out guldance. A more dependably precise method at very shallow
angles is to transmit a beam which is modulated or encoded in such & way
that it conveys the angle of 1ts center regardless of its half-power
beam width.

Most of the practical forms of beam modulation for the landing guidance
measuring system can be classified as either frequency modulation-
continuous wave (FM-CW) or pulse modulation, of which variable pulse
repetition period (PRP) is a common example. FM-CW systems are limited
in coverage by the bandwidth required for the modulation, while PRP
systems are limited by the reduction of available samples at extremes

where the repetition period is long (Ref. 35).
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With this diversity of candidates for encoding the transmisslion in
mind, we have nevertheless prepared a generic block diagram of the
alrborne portion of the measuring system in Fig. 15. A common airborne
antenna, receiver and decoder {or demodulator or converter, depending
on the type of beam modulation) are time-shared for two angles and DME,
for which the interrogator 1s not shown. Since the elapsed time between
receipt of angle pairs is compatible with the DME round-trip time, the
decoder may alsc include the computation of transverse displacement
errors {independent of range) in a linear dimension by scaling operations
vhich are equivalent to dividing each angle by the distance to its corre-
sponding apex. This computation algsc implies subtraction of a standard
glide slope origin offset distance from the result of colocated azimuth-
gite DME, unless the glide glope course-softening should be timed from an
initial point or based on altitude or DME at the glide path intercept point.

Thus, the output of the decoder i1s a sample of each of two displacement errors.
B. SIGNAL RECOVERY AND RECCNSTRUCTION

In a scanning beam system, no information is supplied to an aircraft
except during the brief dwell of a radio beam on the airborne antenna.
The "impulse" of guidance data derived from the beam must be held, as a
contimious reference for path control, until updated by the next beam
passage. Since the beam width is generally small, the dwell time is
much less than the interval between beam passages. Thus, the first
step in signal processing following encoding may be cleosely represented
by a classical impulsive sampler and zero crdsr hold. Some advantages
and disadvantages asgociated with this simplest form of continuous

gignal extrapoiation are listed in Table XXXT.

One complication of the greatest practical gignificance is the
existence of sample damping, which is not normally encountered ir
"hard-wired" sampled-dats systems. In a scanning beam guidance system,
the technigue of data recovery involwves dependence of the magnitude
of detected path error on signal strength, or on the infeormation-bit
content {e.g., pulse count) of the intercepted beam. Moreover, the

guidance equipment designer can deliberately reduce the output response
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per sample to some fraction of the remaining error between his output

and the detected position -- knowing that this tends to reduce guidance
noise at the expense of time lag. "The effect of such damping, in the

form of "partial boxcar sampling," on the response of the decoder to a
step change in aircraft position causes the boxcar output sighal to follow
an exponential envelope. Thus a first crder time lag may be introduced,
in the intersample extrapolator. Thls lag can bhe evaluated for any

given damping frection in terms of the effects on gain and phase angle

as a function of input signal fregquency.

The "extrapolator" block shown in Figure 15 allows also for first
order extrapolation of guldance data during the gampling intervals with
partizl velocity weighting. Table XXXI shows that first order extrapolation
can reduce scanning rate requirements by a factor of nearly two-fifths.
A very small price in complexity need be paid for this advantage,
because, in practice, this is most conveniently done physicelly within
the decoder. In addition, these decoder and extrapolator blocks may
include other internal signal processing which would affect frequency
response, such as & built-in noise filter. On the other hand, it may be
preferrable to do all noise filtering in exfternsl circuits as shown in
Fig. 15. Noise promotes control actuator wear and unrelisbility as well
as unacceptability to pilots. One way to reduce the power spectral density
of fluctuation noise in control activity is to increase scanning rate.
The other way 1s to apply noise filters without compromising the system's

closed-loop frequency response so essential to approach success.

The remaining blocks in Fig. 15 illugtrate the various noise filters,
the radio displacement gain signal path, the integral bypass for
automatic crosswind and headwind trim, and the radic lead equalization
network, which, in practice, may be provided by subtracting a suitably
scaled lagged radlo displacement signal from the scaled displacement
signal 1tself. These continuous variable networks have, in the past,
usually been entirely in the province of the flight control subsystem.
However, some of these elements, or their functional equlvalents, may be
more effectively, more economically, or perhaps unsvoidably, ineluded

in the guidance receiver and decoder. In any event, a clear understanding
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of their functions is necessary to a proper system and equipment

design.
C. MINIMUM SCANNING RATES

The resulis of performance analysis in Ref. 4 have shown that
the contributions of moderate windshear end severe atmospheric
turbulence to approach tracking error predominate over the
contributions of microwave scanning beam fluctuation noise, reflection
anomalies and static bias errors as long as the updating frequency of
the scanning beam measuring system is at least 2 Hz. The gust- and
shear-upset errors, as well as the anomaly-following errcrs, will
decrease approximately as the inverse square of the tracking loop
crogsover frequency. This is why it will now be necessary more than
ever before to achieve the highest possible crossover freguency so as
to suppress the errors induced by the atmospheric enviromment during

approach and landing.

Nevertheless, it is pointless fo try to establish a lower bound on
geanning frequency by minimizing the total error power from gust-upset,
anomaly-following and fluctuation noise contributions. This is
because the crosscver frequency required to minimize total tracking
error power In severe turbulence will exceed vehicle aerodynamic stability
and contrel limitations as long as the updating frequency is at least
2 Hz. The interactions of these factors are depicted graphically in
Fig. 16. Notice that the crossover frequency required for least
total error power will inerease even more beyond vehicle limitations
as the broad-band fluctustion noise contribution is reduced by increasing

the scanning frequency above 2 Hz.

Since noise contribution reduction cannot realistically be employed
tc determine a suitable scan rate, the lower bound on the scanning
frequency will instead be governed by the least acceptable margin of
stability associated with the maximum possible crossover frequency (if
this is limited by vehicle aercdynamic stability and control) or by
the margin of stability associated with the largest crossover frequency

required to satisfy approach tracking performance standards. Since a
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Anomaly - following and severe
gust-upset contributions

Sum - Squared
2
Error,E Broadband Fluctuation Noise
Contribution for a Scanning
Frequency of 2 Hz

Increasing Scanning Frequency Reduces
Fluctuation Noise Contribution and
Increases [“’C]min £2

——— I

Crossover Frequency, w,

——

F%ﬂnﬁnEE

[wc]mux limit

Figure 16. Illustration of the Crossover Frequency Which
Minimizes Sum-Squared Tracking Error and the
Maximum Crossover Freguency Subject to Vehilcle
Aerodynamic Stebility and Control Limitations

high crossover frequency achieved at the expense of a low margin of
stability will itself result in poor approach performsnce, the system
designer is not ai liberty to trade stability margin for reduclng
scanning frequency while at the same time trying to maintain an

edeguately high crossover frequency.

It is now possible to illustrate a procedure for selecting s
reasonable scanning frequency. Our choice will be bounded from below
by an allowable reduction in stabllity margin for continuous transmission
of data which translates into an allowable decrease in crossover
frequency to recover the continucus margin. For example the sampling
frequency must exceed the crossover frequency by the ratioc 180:1, if a
zero order (boxcar) intersample "hold" or extrapolastor is to introduce
not more than 1 deg of additional phase lag at the crossover frequency.
If the crossover frequency is egual to, say, 1/3 rad/sec with continuous
meagurement of error, this will require an updating frequency in excess

of 10 Hz. However, since the ground-based microwave scanning beam
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measuring subsysitem may tend to become more complex and more costly or

less reliable as the required updating frequency exceeds 8 Hz, some

reduction in a required updsting frequency of 10 Hz or more may be

desirable. Figure 17 shows that substantial reductlion in the minimum
required updating frequency will accompany use of a first order inter-

sample extrapolstor and noise rejection filter in the airborne portion

of the measuring subsystem. Now the sampling frequency must exceed the half-
power asttentuation frequency of the noise reflection filter by at leagt the
ratic 2 « in order to permit a first order smoothing filter to reduce the peak
oscillatory output of the first order extrapolator which is at one-half

the sampling frequency. The smoothing filter will then introduce a

portion of the phase lag at crossover. For example, a sampling frequency

of 4 Hz will permit the break frequency of the date hold noise rejection
filter to be 12 times the crossover frequency. A first order smoothing
filter will introduce less than 5 deg of phase lag at crossover for a

break frequency ratio of 12 times crossover. Alternatively, for a

sampling frequency of 4 Hz, the crossover frequency will be sbout

90 percent of the value pogsible with continuous transmission of error,

if one attempts to preserve the phase margin of stability.

On the other hand, a sampling frequency of 8 Hz will permit the break
frequency of the data hold noise rejection filter to be almost 23 times the
crossover frequency. A first order smoothing filter will then introduce
only 2.5 deg of phase lag at crossover. The crossover frequency will
be sbout 95 percent of the value possible with continuous transmission
of error if one attempts to preserve the phase margin of gstebility.

Thus a sampling frequency of 8 Hz appears ample to allow for some

increase in crossover frequency.

We can apply the rationale depicted in Fig. 17 to the A-7D and DC-8
examples, and, because we wish to preserve at least the measures of
approach performance which have been 1llustrated, we adopt a stringent
criterion for trading off margins in stability in exchange for crossover
frequency. The predicted lower bound on updating frequency is based on
accepting not more than 1 deg loss in phase margin nor more than 0,3 4B

leoss in gain margin in comparison with a continuous measuring system.
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The gampling frequencies required by this criterion are displaysd in
Table XX{II. The results in Table XXXIT can be cbtained with a simple
hybrid first order intersample data extrapolator which augments the first
back difference with a measure of the sampled time derivative. A lower
bound of 2 or % Hz will accommodate all cases in Table XXXIT except the
cne for DC-8 glide slope regulation which has the highest crossover
frequency, 0.75 rad/sec. In this case the sampling frequency must be

at least @ Hz even with a first order daia extrapolator.

Similar predictions for a zero order {boxcar) data hold are presented
in Teble XXXITT for comparison. The lower bound on sampling frequency
iz more than doubled because of the increasged open-loop phase lag of
the zero order hold at lower gampling frequencies. Notice that the
DC-8 glide slope regulaetion now demands a sampling frequency of at least
24 Hz. Therefore a significant tradeoff must be made between the addi-
tional complexity of even the simplest first order data extrapolator
in all airborne equipment or the increased complexity required in the
ground-based equipment by an increase in the updating fregquency. The
possible choice would seem to favor the airborne first order data

extrapolator.

TABLE XXXTTT

PREDICTED LOWER BOUND ON SAMPLING (UPDATING) FREQUENCY FOR THE
A-TD AND DC-8 EXAMPLES WITH A MICROWAVE SCANKNING MEASURING
SYSTEM AND A ZERO ORDER HOLD

Sampling (Updating)

|
|
!

A-TD Manual Approach .
Glide slope ; %7.7 (6 Ez)
T Azimuth | 31.0 (5 Hz) ;

I DC-8 Automatic Approsch .
; Glide Slope 150.0 (24 Hz)
¢ Azimuth 50.0 ( 8 Hz) |
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D. SUMMARY

In the presence of severe atmospheric wind conditions, a low
accident exposure multiplier requires as high an approach (and flare
and ground roll) tracking loop crossover frequency as possible to
suppress upset errors, which dominate over scanning beam fluctuation
errors. Table XXXI showed previously that the sampling frequency, in
turn, should exceed the crosgover freguency by at least a ratio of
T5:1, if the first order intersample extrapolator and its noise rejection
filter were not to compromise the tracking loop phase margin by more
than 1 deg nor gain margin by more than 0.3 dB with respect to that
for a continuous measuring system. Loss in stability margin translates
directly into a losg in crossover frequency to recover stability and an
increase in the accldent exposure multiplier in severe windshear and
turbulence. ZXach user should, in seeking certification of his automatic
landing system, be entitled to some tolerance in meking this tradeoff.
However, if the lower bound on the measuring system updating rate is

already tco low, the user's tolerance will have wvanished.

The predicted lower bound on sampling freguency presented in
summary Table XXXIV for the A-TD example and in summary Table OV
for the DC-8 example is therefore based on the stringent requirements
cited previously for very little compromise in stability margin from
that for a continuous measuring system. Tables XEIV and XXXV also
present for comparison the corresponding (higher) lower bound on
sampling frequency, 1f the airborne equipment were, instead, tc employ

a zero order (boxcar) extrapolator.
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SECTION IX

CONCLUSICNS

The investigation, reported here, of TACLAND measuring system
requirements for low-visibility landing approach had the two-fold purpose
of evelving a practical systems analysis procedure for evaluation of
the characteristics of the meassuring system and of illustrating the

application of that procedure.
A. MEASURING SYSTEM EVALUATION PROCEDURE

A lineay dynamic system model is practical for evaluating low-visibility
approach tracking performance. The approach task itself is one of regu-
lating against disturbances which upset the aircraft from following s
desired rectilinear path in space, and the changes in altitude do not
importantly change the flight conditlon. Hence, aircraft motions can be
adequately represented in the trimmed landing approach by ordinary linear

difrerential equations with constant coefficlents.

Linear Teedback arrangements are likewise adequate for describing
approach control systems. The feedback control arrangements for the
dynamic gystem model are based on recelving nominally periodic samples of
position solely from a terminal site measuring subsystem in conformity
with signal format recommendations by Radio Technical Commigsion for
bdevonautics Special Committee 117. Provisions are included in the dynamic
system model for deriving time integrals and rates of change of sampled
position in airborne equipment and for deriving otherwise continuous
measurements of alirecraft state variables by airborne sensors such as
rate gyros, atititude and directional gyros, strapped-down accelerometers

and sir data sensors.

The dynamic system model includes ftwo range-varying ocuter loop gains,
because the terminal site measuring system provides angular position
in two coordinates. This range-variation in gain may be equivalently
represented as a time-variation by using a distance-to-time coordinate
transformation which is a function of aversge approach velocity. In
this way the range-varying system model may be transformed into a linear

dynamical model having, at worst, two time-dependent gains.
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Approach system performence can be evalusted using a stationary infinite
time duration approximation to the linear time-varying, finite time duration
TACLAND system model provided distance-~measuring egquipment or its equivelent
is available to compensate for the range-dependent outer loop gain of a
terminal site measuring system. Nevertheless, the apparent terminal site
meagurement errors such as beam bias, anomalies and fluctuation noise will
decrease linearly with increasing time when the control system outer loop
gain is compensated for range-variation. However, the predicted microwave
gcanning beam errors will contribute so little to total system errors in
the presence of severe atmospheric turbulence between the outer marker
and the present Cat IIB decision helght of 100 feet that we may neglect
the time variation in linear measures of beam nolse when applying the
evaluation procedure in severe turbulence. Btochastic initisl conditions
aggociated with the acquisition of the approach guidance reference may be
neglected without affecting the evaluation of candidate systems. Since
the distributicns of the inputs and disturbances acting throughout the
approach are Gaussian, the calculation of the variences of and covarilances
anong measures of system performance may be simply done by closed form
integrals in terms of algebraic equations rather than by time domain

simulation.

Introduction of the concept of a landing approsch window at the
decision altitude means that the average tracking errors are of
interest only at the time of window passage. This greatly simplifies
the definition of a unified, sensitive system-centered probabiligtic
measure of approach success, the probability of attaining the window
on any given approach. This probebility is used in the system
performance and safety measure, the accident exposure multiplier
because of missed approaches or the average mumber of approaches
which must be made to achieve one successful aporoach {within the

window) for each arrival at the terminal.

The present state of models for microwave scanning beam meaguring
system sberrations, atmospheric windshear, and stochastic turbulence
probably does not allow the calculation of an abgolute probabilistic
measure of approach success on a world-wide basis. Instead candidate

measuring systems may be compared by conditioning the probsbility of
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attaining the window on critical combinations of inputs and disturbances

which are representative of local conditions at a specific terminal site.

B. APPLICATICN OF THE EVALUATLON FROCEDURE

Severe atmospheric turbulence and moderate windshears contribute
the predominant approach tracking errors which can lead to a rather
low probability of approach success. Contemporary flight contreol
systems provide a lower flight control system response bandwidth
and more low frequency rigidity irn pitch attitude and heading than are
degirable for suppressing approach course-following and glide slope
tracking errors induced by turbulence and shears. Consequently an
advanced automatic flight control system with superior short-period
windproofing qualities was synthesized by relexing rigidity in piteh
attitude and heading to illustrate that a high probability of approach
success can be achieved with a properly designed flight control system
even in the presence of severe atmospheric disturbances. It was shown
that with proper windproofing an average of only 105 approaches would
be required to achieve 100 succegsful approaches through the present
Cat IT window for each 100 arrivals in the terminal area. In a contrasting
example, under IFR manual control without windproofing, 220 approaches would

be reguired to produce 100 successful ones.

The expected anomalies and fluctusticn noise in a mierowave scanning
beam measuring system will not limit performance at the Cat IT window,
if the updating frequency is at least 2 Hz. TInstead, the practical
lower bound on updating frequency for a sampled approach measuring
system will be limited by the highest position-loop crossover frequency

required to assure the desired measure of approach success at the window.

The use of first order intersample extrapolation in the airborne

receiving portion of the meassuring system to provide a continuous

reconstructed displacement signal for use by the flight control system
appears to be a practical means of reducing scan rate requirements.
This will permit a lower updating frequency on the order of only 80
times the position-loop crossover frequency. Two hundred times

the position-loop crossover frequency would otherwise be required if
only & zero order (boxcar) hold were employed to extrapolate the

received position samples.
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The probability of a missed sample has been estimated on the order cof
0.001. However, the influence of & missed sample on the approach success
probability is negligible, even for a missed sample probability as high
as 0.2. The effect of missed samples, therefore, has been neglected in

the applicetion of the evaluation procedure.

The pilot's scanning remnant has been predicted in the applicaticen to
a manually-controlled approach under IFR using a flight director with
monitored situation information. The scanning remnant contributes little
incoherent power to the total error variance and, therefore, little to
the accident exposure multiplier. This is perhaps as one would expect,
if the Flight director is so degigned that it can be properly used for
manual approach control while the pilot monitors the confidence-inspiring

situation information.

In applying the procedure to an automatically controlled approach we
have assumed zero boresight bias errors, low fluctuation noise, the
availability of high quality beam rate information, and an advanced auto-
matic flight control system to cope with severe turbulence. We have
further assumed mederste windshear and a severe turbulence environment,
and heave shown that, negiecting alirspeed errors, the accident exposure
multiplier is Jjust barely legs than the recommended maximum value of
1.05. Clearly no concegsion can be made in the quality of the measuring
system without decreasing safety. Perhaps, however, the requirement has
been set 4oo stringentiy in view of the assumed level of turbulence, and
a somewhat degraded performance would, in fact, be acceptable easpecially
under more nearly normal conditions. On the other hand, since the dominant
contribution to the probability of being outside the geometric limits of
the window arises from the glidepath error response to turbulence, some
degradation of the measuring system cculd be tolerated if the control
system were further improved with, for example, direct 1ift contrel. In
any event the applications strive to make it clear that the results are
not necessarily the "sacred wisdom of an oracle” but depend on ground
rules adopted by the user. To this end we have tried to provide a flexible
procedure which will accept a variety of practical system disturbances
and wnich will permit the user some latitude in selecting system stability,
performance, safety and pilot acceptance criteria for evaluating the salient

characteristics of scunning beam measuring systems.
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APPENDIX A

A SIMPLIFIED EQULVALENT REPRESENTATION OF THE A-TD PITCH
AXIS MANUAL CONTROL SYSTEM WITH "CONTROL AUGMENTATION"

Refer to Fig. 18. All inputs and feedbacks are referenced to the
electrical summing Junction at the input of the AFCS Dual Series

Actuators.

5 3 1 { [F _2.75
iT 7 0,558 + 1 157.3 [P 2.2

azcg - 9.6 3 é]

N 2
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139



Fsp
(Ib)

Input

. g —
Pilots ,_% Mech.
Force

Variable Gain Link Scissors
for 8;1’0 =-263° Link
Only g
I in. 7 rad it Qzeq
54 Tb 3573 in, ATD I
Mech.
AFCS Dual
SeriesoActuut,ors I
=3 d
AFCS Stick o e ec
Force Sensor )
1 o Sme-5 rad_
BBs+] D rad/sec ™ ]
Landing Gain
Only
2 rad Iéopding .
(32.2)(573) ft/sec?| 30" A48 | - _ft/sec?
il :
I y |55rcu:hf'sec ~
a% - Az

Figare 18.

275 Ib

(le‘..'g

32.2 fi/sece

&:

—|- —
Bobweights
96 (b

“rad/sec?

with "Control Augmentation"

140

A-TD Piteh Axis Manual Control System




Weglect the dynamie contribution from each high frequency zerc

relative to the pole at s = -1.82.
1 -3 -3
= —— . - 2. 10
B o s T {12.2 x 1077 Fgp - 2,72 x ach}
(s + 2.54) b

- 0.358 (s + 1.82)

Define Bjp = 12.2 x 1072 Fy and = 1.82, then:

1
£

- 1 - -3 -
- {aip 2.12 x 10 azcg} 0.358

{s + 2.54) )
By 0.55 s + 1

S+1Tf

This is the simplified equivalent form represented in Fig. 6 of the text.
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AFPENDIX B

SYSTEM SURVEYS FOR MANUAL AND AUTOMATIC CONTROL

A. PROCEDURE FOR MULTYLOOP SYSTEM SYNTHESIS

The key to multiloop synthesis lies in the adroit selection of loop
closure possibilities on the first trial. This is followed by subsequent
analysis with the method presented in Ref. 10. In such a procedure, a
trial set of closure possibilities is analyzed to determine the cleosed-
loop system's dynamic characteristics. These sre then compared with
dynamic performance objectives. Deficiencles revealed by the comparison
are, hopefully, eliminsted, or at least reduced, by subsequent modifica-
tions. The modifications result in a new gysiem for trial which is
analyzed and assessed, etc., in its turn. The iterations continue until
the trial system characteristics are consconant with the dynamic perfor-
mance objectives. The number of iterations required to achieve the
ultimate system depends on the designer's knowledge of single-locp servo-
analysis techniques, understanding of vehicle dynamics, and appreclation
of the changes in effective-vehicle dynamics caused by idealized single-
loop controllers. The multiloop analysis procedure has been developed
so as to enhance ingsight and preserve a direct connection with the

problem at each step.
The analysis of a system characterized by linear constant-coefficient

differential eguations proceeds in six essential steps:

1. Delineation of nominal cpen-locp system characteristics
in terms of transfer functions, G(s).

2. BSelection of loops and their compensation, and determination
of a loop-closure sequence.

3. Determination of nominal closed~loop transfer functions
from the open-loop transfer functions.

L. Determination of the changes in G(s) resulting from

the expected variations in the controller and
controlled element characteristics.

14z



5. Consideration of the effects of open-loop systenm
varietions on closed-loop behavior.

6. Calculation of nominal and off-nominsal closed-loop
system responses for pertinent inputs.

The first step above -- delineatlion of the open-loop characteristies
in terms of a transfer function, G(s) -- can be accomplished by trans-
Tormation of the system differential equations to algebraic equations.
Tables ITI and IV in Section IT summarize the results for the two

aircraft used in the illustrative examples.

It is difficult to succinetly and persuasively describe all the
considerations which may enter into a designer's choice of loops to
close and compensation to be applied ir each loop in the second step
above. An understanding of the problem is best developed by considering
illustrative examples. The procesg of loop selection does rot involve
unique operations in compliance with a straightforward routine.
Selection of a particular block diagrem, or sequence of closures,
from among the several possible cones is subject to choices. The
rationale for the choices in the examples presented here has been
described in Section ITI. TFrom the point of view of analysis, the
closure sequence 1z immaterial. In synthesis, however, the closure
sequence can be all-important. For instance, certain loops are
necessarily closed before others for which they provide paraliel
equalization; and the necessary use of lncomplete loop closure
criteria causes some loop closure sequences to result in extreme
variations in loop adjustments during successive iterations, whereas
for other seguences there ig practically no change from cne iteration
to the next. Because of considerations such as these, there are
preferred loop closure sequences. For vehicular control systems a set
of factors which will ordinarily provide the insight needed to construet

a unique closure sequence is presented in Ref. 10.

The third, fourth and fifth steps in the seguence of analysis
form the core of feedback system analysis. This requires the solution

for the roots of



1+ 06{(s) = © (B-1)

subject to the off-nominal variations expected in G{s). Although it
may seem very simple, a great deal of effort has been devoted to
finding effective methods for performing these steps which are simple

to perform and at the same time promote insight.

The factor 1/[1 + G(s)}] is the classical sensitivity funetion which
expresses the relative change in closed-loop characteristics in response
to a causative relative change in open-loop characteristics. Thus the
measure 1/[1 + G{s)] indicates directly the reduction in the "sensitivity"
of the system to many of the iInfluences which would otherwise tend to

corrupt its performance.

It has further been both necesgsary and desirable to expand the
scope of the concept of sensitivity to measures which explicitly
relate the roots of 1T + G(s) = 0 to the complex singularities of
the open-loop function G{s). Such measures are called "gain", "{open-
loop) pole", "(open-loop) zero" and "(open-loop) parameter” sensitivities.
Sensitivities among these measures explicitly relate the closed-loop
differential variations to the open-loop differential variations with
respect to the nominal values of parameters. The pre-eminent and most

widely used of these sensitivitles is the gain sensitivity.
B. INTRODUCTICON TO THE SYSTEM SURVEYS

In the illustrative examples of analytical steps three, four and
five as applied here, the open-loop transfer function G(s) is a ratio
of rational polynomials in the complex variable, s, of the Laplace
transform.* The analytical function G{s)} can be represented graphically
as a function of particular values of s, such as real velues, *g, and
imaginary values, *jw, in a way which reveals sorie of the closed-loop

sensitivities as well as the nominal closed-loop roots of 1 + G(s) = 0

* Although the restriction to a rational form of G(s) does result in loss
of generality, G(s) can include such terms as €™ °° by using rational Padé
approximetions of essential singularities, for example.
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"system

themselves. This graphical representation of G(s) is called a
survey." It is based, in general, on a unification {Ref. 36) of two
artificially separated graphical views of the linear feedback analysis
problem, the complex "root locus" and the generalized Bode diagram which
includes the "frequency response" plotted on logarithmic coordinates.

The system surveys presented here are, however, founded on the asymptotic
logarithmic Bode diagram of G(s). The two special functions |G(*c)| and
[G(jw)| are then added to their common asymptote to form a g-Bode and a

jw-Bode graph. The polar angles /G{*o) and /G{ jo) are plotted on an

accompanying graph having a log frequency scale common with that of the
amplitude funections. It often happensg that only the branch of the
o-Bode corresponding to the negative real values of s is important so
that only |G(-0}| need be calculated and only in the intervals where
ZQL:El correspends to the criterion for closed loop roots, -180C deg.
Becauge the coefficients of the transfer functions are real, the poles
and zeros of (G(s) are slways either real or complex conjugate pairs,
hence the jw-Bode diasgram is symmetrical about the origin and need be
represented only for positive frequencies to establish gain and phase

margins of stability and their sensitivities.

The o-Bode diagram is, in fact, a locus of negative real roots as
a function of gain. This is the simplest example of the "Bode root
locus." Its branches are represented in the system surveys presented
here by bold loeci. The complex root locus is then added to the Bode
diagram to complete the Bode root locus. Dotted loci represent the
complex branches in the system surveys presented here. Since the complex
branches of the Bode root locus require three variables {i.e., damping
ratio, as well as frequency and gain) for their functional description,
whereas the logarithmic coordinates of the Bode diagram represent only
frequency and gain, the closed loop damping ratio is customarily
identified at several discrete points on the complex Bode root locus
in the neighborhood of unit gain crossover. From this identification,
the sensitivity of closed loop damping ratlo to gain variation can be

egtimated directly on the Bode root locus.

The multiloop system surveys have been prepared and are presented

here in a sequence which corresponds to the closure sequence. The
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control loops are divided into groups of "inner" and "outer" loops,
reflecting the closure sequence. The command loops, dictated by the
landing approach or other tracking task, ordinarily form the outer
loops. PFeedbacks intended to provide egualization for subsequent
loops, or to suppress subsidiary degrees of freedom which have

undesirable effects on subsequent loops, form a group of inner loops.

The innermost loop is cloged first with tentatively selected
equaiization and gain; and the closed inner loop rocts are found.
These roots become the system's (open loop) poles for the next loop

closure in the sequence.

If there is more than one control point among the lcops in the
closure sequence there will be "coupling loops." Using the same gein
and equalization which has been selected for an inner loop, one must close
any ceorresponding coupling lcops. The closed loop rcots resulting from this
coupling closure become the system's (open loop) zeros for the next

loop closure in the sequence.

After some repetition of this procedure as required by the closure
geguence, the outermost loop is closed in a conventlonal mesnner as if
it were the only loop around the modified system transfer function
appropriate to the outer loop. If the result of the outer loop closure
is not satisfactory as measured, for example, by the calculation of
nominal and off-nominal closged loop system responses for pertinent
inputs in the sixth step of the system analysis, the analyst may have
10 repeat portions or all of the closure sequence with different equalizations

and gains.

Fach of the system surveys lists the control law for the feedback
loop which it represents. The moduli of the open locop factors of a(s)
are labelled with a symbolic, shorthand notation at the discontinuities
in the asymptote of @(s). The moduli of the closed loop factors of
1 + G(s) = 0 are labelled by small squares along the Bode root locus
at unit values (0 dB) of amplitude corresponding to the selected gain.
In the case of inner loops these closed loop roots are also labelled

with a gymbolic, shorthand notation to assist the reader in transferring
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correspondling factors to subsequent outer loops in the closure gequence.

The symbolic, shorthand nctation 1s based on the one introduced in
Ref. 37. It consists of a sequence of inverse time "constants,” ?/Ti,
undamped natural frequencies, W1y
the open loop vehicle, control sysiem, and equalization transfer function

end damping ratios, Cj: representing

factors. The ith and jth subscripts are appropriate abbreviations of
the corresponding dynamic modes of the vehicle and control system in
the case of pole factors. In other cases the subscripts denote the
motion variable described by a transfer function numerator or on which

the loop equalization operates.

The notation for a cloged loop factor is the same as that for the
open loop factor with the addition of a prime superscript when the
closed loop and open loop transfer function factors have the same form
(i.e., both are real or both are ccomplex). The number of primes present
indicateg the number of loops closed previously which affect the factor

congldered. In this case the origin of the closed loop factor is always

- — ~» Y -
clear (5., @ = of, & = & 0 = @ T 7 Ty Ty > Ty Tay Ty
etc.).

When the closed loop factors differ in form from their open loop

origins several possibilities exist:

a. For clesed loop factors which have the same form as, and
are approaching, open loop zeros, the closed loop factor
notation is that of the open loop zeros (plus a prime).

For example, open loop quantities (s + 1/TS and (s + 1/Td2)
which couple to form a quadratic approaching the open locp
zeros of (s° + 2tpps + o), would glve rise to a closed
loop factor ordinarily denoted as {52 + 2Ljhs + ®b2).

b. For closed loop factors which differ in form from both the
open loap pole factors from which they depart and the open
loop zero factors which they ultimately approach, a special
notation is colned which ordinarily reflects the origin of
the factor. For example, closed loop poles which start
from s = 0 and & = —1/TR, then couple to form a quadratic
factor, and subsequently decouple to end flnally at two
real zeros, would be denoted as 52 + 20pwhs + mR in the
quadratic region.
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¢. Closed loop factors which have no readily identified origin
or end point, such as one starting at s = 0 and approaching
8 =« a3 galn increases, are given a specially coined
notation, e.g., 1/T¢.

When the application of these rules by rote would result in confusion in
the local context, a new form 1s substituted for the closed loop factor

involved. Primes, however, are always retained.

With this introduetion to the rationale for and the content of a

system survey, we are ready to examine some examples for manual and
automatic approach control. We shall begin with some of the surveys
corresponding to the A-TD flight director system block diagram for manual
speed and glide slope displacement control in Fig., 6, Section IIT.
(The block diagram of the lateral-directional system for the A-7D is
presented in Fig. 10, Section III.) This is followed by the example
of the automatic approach control system for the DC-8. (See Fig. T
and Fig. 11, Section III, for the block diagrams.)

C. MANUAL LONGITUDINAL APPROACH CONTROL IN THE A-T7D

Figure 19 illustrates a survey of the manual washed-out pitch
attitude loop closure through stabilator control with a low gain manual
airspeed-to-throttle loop already closed. (A survey of the airspeed-to-
throttle closure is not shown, because the low locp gain hardly alters
either the phugoid characteristics or the pitch attitude response
characteristics to stabilator control.) The significant point to notice
in Fig. 19 is the low crossover frequency which is limited by the first
order lag ?/Tf in the A-7D primary manual stasbilator flight control
system with contrel augmentaticn. This lag, in turn, will cause a very
low short period damping ratio, 1If the lcop gain were increased to
improve phugoid damplng and increase phugoid bandwidth so as to improve
glide slope tracking precision. Consequentiy pitch atiltude lead
equalization has been incorporated in the flight director control law
to improve short period damping, elthough it is not required by Ref. 11.
A low crossover frequency has been selected so ag to provide & generous

nominal margin of short period stability in this inner loop, for the
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reason that subsequent loop closures will have no beneficial effect on
the short pericd damping ratio and all loops will be subject to variations

in the pilot's gain and time delay.

A survey of the intermediate washed-out barometric vertical veloeity
loop closure to pitch command is ghowm in Fig., 20. The purpose of
this feedback is to provide phugoid damping. The survey shows, however,
that the inverse washout time constant 1/Tﬁ must be on the order of
1/Tﬁ1, the smallest zero in the vertical velcelity response to a piteh
command. This is about an order of magnitude smaller than the recommended
value in Ref. 11, Since the vehicle pitech axis control system already
has a command rate attentuation filier, 1/Tf, the inclusion of another
filter, W/Tgc, in the flight director is actually redundant. The survey
in Fig. 20 shows that 1/T9c cannot be much less than rad/sec without
negating the wvalue of the vertical velocity feedback., A more desirable
choice for W/Tec would be 2 rad/sec (Tec = 0.5 sec). The survey shows
that such a choice would remove the real closed loop pole at 0.607 rad/sec,
which will decrease in magnitude with increaging gain —KPl and will further
serve to depress the glide slope {outer) loop crossover frequency in the
subsequent closure. However, we have selected 1/TQC = 1 rad/sec (Tec = 1 sec)
in Fig. 20 so0 ag to 1llustrate how it compromises glice slope crossover

frequency.

A gurvey of the cuter glide slope displacement loop closure to
vertical speed command is presented in Fig. 271 . This shows that the
cost of an adequate closed loop path-following (phugoid) damping ratio
(0.353) must be paid for with a low crossover frequency, o, = 0.77 rad/sec,

c
in the A-7D AN/CPU-80A flight director system.
D. MANUAL LATERAL APPROACH CONTROL IN THE A-7D

The next three surveys correspond to the A-TD flight director
system block diagram for manual lateral displacement control in Fig. 10,

Section IITI, with yaw rate and roll rate damping loops closed.

The survey of roll attitude feedback to manual aileron control is
depicted in Fig. 22 . Although the purpose of this closure is to

regulate against upsets in roll attitude and to increase roll control
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bandwidth so as to improve turning control bandwidth, neither purpose

is fulfilled very well. This isg because the A-TD primary lateral control
gystem incorporates a first order lag 1/'1'a of almost the same value as
the rolling subsgidence 1/T%. Consequently, although it 1s not required
by Ref. 11, roll attitude lead equalization has been incorporated in

the fiight director control law to salvage a well-damped roll control
bandwidth of 1 rad/sec {(w, = 0.6 rad/sec).

The gain (or crossover frequency) of the washed-out heading closure
to roll command is limited by the allowable decrease in damping of the roll
ogcillation, which also decreases in bendwidth to about 0.6 rad/sec (Fig. 23).
The low roll and heading loop crossover frequencies augur a low lateral
displacement loop crossover frequency (w, = 0.15 rad/sec) in the survey
of Fig. 24, with low frequency rsdic lead equalization supplied at one-

half of the inverse heading washout time constant.

E. AUTOMATIC LONGITUDINAL APPROACH CONTROL IN THE D(-8

The next two system surveys correspond to an advanced windproof
system for automatic pitch attitude and glide slope displacement control
in the DC-8. This is illustrated in the block diagram, Fig. 7, Section III.
Figure 2% shows a survey of the sutomatic washed-ous pitch attitude
loop closure through elevator control. The recipreecal washout time congtant,
T/T%O, ig gelected in the neighborhood of 1/T92, the larger zerc in the
numerator of the pitch attitude-to-elevator transfer function. This
assures nearly pure gain attitude feedback at the open loop short-period
frequency so as to increase the closed loop short-peried frequency.
The addition of the attitude rate feedback signal to the washed-out
attitude signal establishes the inverse lead equalization time constant
T/TE gomewhat above the cpen loop short-period frequency so as to assure

a very good short-period damping ratio at unit gain crossover.

Although the phugolid frequency decreases in Fig. 25, the automatic
glide slope displacement loop survey in Fig. 26 shows that a high closed
loop path-following (modified phugoid) frequency can be recovered through
second-order radio lead equalization in the outer loop closure. At

very low frequencies in Fig. 26 , the open loop system behaves as a
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double integrator {K/s°) because of the integral bypass in the glide

slope deviation controller. The path-following lead equalization sdjust-
ments are provided by 1/Td1 and 1/Td2. A crossover frequency corresponding
to a maximum phage margin of about 32 deg is achieved at 0.75 rad/sec

with a closed loop phugeid damping ratioc of 0.66.
F. AUTOMATIC LATERAT, APPROACH CONTROL: IN THE DC-8

The remaining system surveys correspond to ah advanced windproof
system for automatic lateral-directionsl approach contrel in the DC-8.
This is illugtrated in the block diagram, Fig. 11, Section III. The
gurvey of lateral acceleration feedback to the rudder in Fig. 27
shows why this loop closure is termed a "sideslip stability augmentor."
Medest increases in both Dutch rell damping and frequency accompany the
suitably chosen accelerometer location with a lead-lag frequency ratio
of 1:10. The practical results are skin to those results which are
thecretically possible with lead-lag equalization of sideslip angle
feedback. Generous phase and gain margins have been adopted to aveid

demanding excesslve rudder authority.

The survey in Fig. 28 shows the loci of roll attitude response
numerator zeros for aileron control with the sideslip augmentor coupling
loop closed. This survey is included to illustrate its virtual identity
to the one for the system peoles in Fig. 27. This fact will insure the
suppression of both the Dutch roll amplitude and the contribution of
the actuator and accelerometer lag filter subsidences, in the rolling
response to aileron inputs regardless of the accelerometer feedback gain

chosen.

The survey of the roll attitude-to-ailercn loop closure in Fig. 29
shows that a nearly ideal K/s controlled element can be created with a
lead-lag equalization having & frequency ratio of about 1:4 from the
rolling subsidence, 1/T}, to the lag break frequency, ]/TI¢’ st
5 rad/sec. A high rcll ecrossover freguency (wc = 1.8 rad/sec) with
ample phase margin (60 deg) can ve achieved to provide a well-damped
roll control ogcillation and good disturbance suppression bandwidth

without requiring ecxcessive aileron authority.
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The concluding survey of the lateral displacement-to-roll command
outer loop closure in Fig. 30 shows that an adequate crossover frequency
of 0.235 rad/sec can be achieved corresponding t¢ a maximum phase margin
of 41 deg. At very low frequencies in Fig. %0, the open loop systen
behaves as a triple integrator (K/s5) because of the integral bypass
in the lateral displacement controller. The second-order course-following
lead equalization adjustment is provided at the frequency wLy- Both
the very low frequency crogsswind trim oscillation and the course-following

oscillation are very well-damped with damping ratios of about 0.7,
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APPENDIX C

EVALUATION OF THE COVARIANCE MATRIX
FOR STATTONARY PROCESSES

Efficient computation of the covariance matrix elements for
stationary processes 1ls required for the evaluation of TACLAND measuring
system performance. This Appendix develeops the necesgsary theory and the

related computer program.

The development proceeds in several steps. First, the evaluation of
a single element of the covarlance matrix is expressed as the infinite
time integral of the product of two deterministic time functions. These
two deterministic time functions are simply the two impulse responses of
the gtationary process for the response variables of interest. Next, two
different, algebraic methods for evaluating the infinite time integral
of the product of the two time functions are given. The second methed
is then developed in detail in terms of the stationary process transfer
function polynomial coefficients. Finally a computer program based on

the second method, instructions for its use, and an example are given.
A. DETERMINISTIC EQUIVALENT OF COVARIANCE

Consider the ith and Jth outputs of a stationary process forced by
a single independent stochastic input, 1. Furthermore, let the stochastic
input be represented by filtered (shaped) unit white noise. The block
diagram of Figure 31 depicts the system producing the ith and jth outputs,

x4 and Xjs in response to a single independent stochastie input, i.

The impulse response of x; at time t to a unit impulse in u applied
T seconds earlier is fi(T) where f;(t) 1is simply the inverse Laplace
transform of F1(s) Fo(s). Similarly, the impulse response of Xj is

fj(T).

The covariance of the ith and Jjth outputs is given by the expectation
of the vproduct, xi(t)xj(t), or E[xi(t)xj(t)]. Since the process is
stationary, E[xi(t)xj(t)} is invariant with time and may be expressed in
terms of the impulse response functions, fi(T) and fj(T) and the unit

white noise input, u, by using the convelution integral. The result is:
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Quiput
X;
————= F(s) p————
Independent
Unit White Stcljchosflc System Transfer
i nput
Noise pu Function
— = Fys)
Shaping Filter Output
Transfer Function X
S——— FZ(S) -
System Transfer
Function
Figure 31, Block Diagram of Stationary Process
Having Outputs x; and X3 in Response to Input i
B[x (6)x,(t)] = E[fd'r () ult-1y) fd'ref (tp)ult-ry)]  (c-1)

Because u(t-11) is not a function of T,, it may be moved under the second
integral., Then the first integral is a function of the second integral.
Also, since fi{1) and fj(r) are deterministic functions, the expectation
may be taken within the integrals. That is, the right hand side of Egq C-1

becones:

fd'r1fi('r.l )Of dTefj(Te)E [u(t-'r1 )u(t—TE)]
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However, E[u(t—11)u(t-Te)] is an expression for the autocorrelation
funetion for unit white noise. This autocorrelation function is a unit
impulse which occurs for 7, = T;. It is denoted by 8(ty-7;). (Recall
that the autocorrelation functicn for unit white neoise is & unit impulse
because, by definition, the unit white noise signal at any time, t, is
uncorrelated with the unit white noise signal at every other instant of

time, t £ t1.) The second integral can then be evaluated:

o©0

JdTgfj(Tg)B(TE-'r]) = 2,01, (c-2)

Equation C-1 can then be expressed as

oo

E[xi(t)xj(t)] = !fi(r})fj(ﬁ)dq = I (Cc-3)

where, for brevity, we denote E[xi(t)x.(t)] by I;j. The final step is

J
to meke the change of variable, 7, = t. Then
[ra]
.. = £.0t) £.0t) dt c-b
PR EACEAC (c-b)

where fi(t) is now interpreted to be the impulse response at time, t,

to a unit impulse applied at time, T = O, and similarly for fj(t).

Consequently Iij is the infinite time integral of the .product cof
two deterministic functions of time. This, of course, is the result
sought at the outset in this subsection. The next subsection will

consider two ways to evaluate this integral by purely algebraic means.

B. ANATLYTICAL EVALUATION OF THE INTEGRAL OF
THE PRODUCT OF TWC TIME FUNCTTIONS

Consider two stable functions of positive time, £:(t) and fj(t), and
their Laplace transforms, Fi(s) and Fj(s), respectively, and the integral

of interest:
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Ij; = df £3(t) fj(t) dt (C-5)

If Fi(s) and Fj(s) are proper rational fractions, it is well known
(Appendix A of Ref. 28) that

Jz[fi(t) fj(t)] = E: residues of Fi(w) Fj(s-w)

at the poles of Fi(w) (c-6)

Using the final value theorem, Eq C-5 can be written

Iy = Y. | residues of Fi(w) Fj(-w)

at the poles of Fi(w) (c-7)

or alternately in the notation used in solving the Weiner-Hopf equation

in the frequency domain:

(c-8)

I.. = 2: of residues of [Fi(s) Fj(-S)J+

1J

Equation C-8 is, however, not necessarily the most efficient way to proceed
in view of existing algorithms when numerical computations are involved.
It is shown in ¥Yewton, Gould and Kaiser {Ref. 28, Appendix E) that a
change in variable and the properties of the inverse Laplace transform at
t = 0 and of the limit of the inverse Laplace transform as t - 0 reduce

the expression for the integral to simple forms.

Let Fi(s) have the denominator polynomisl d(s) of order n and Fj(s)

the denominator ¢(s) of order m. Now from Ref. 28

1 #2
Iij = "27[3 _;!: Fy(s) Fj(-s) ds (c-9)
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iy = f [d(s) 7)] s | (c-10)

where the quantity in the square brackets is an alternative expression
for Fi(s) Fj(-s). Continuing, using a change of variable in the second

term:

JAOO a
] a(s) T 1bis)
Ii. = —2 f F1O) ds+2ﬁ1_.r =(a) (c-11)
200

Equation C-11 expresses the inverse Laplace transforms of a(s)/d(s) and
b(s)/c(s) evaluated at t = 0. Because at t = O the inverse Leplace trans-
form is one-half of the limit of the inverse Laplace transform gas t =+ O

the value of the integral, Iij’ is given by the initiasl-value theorem as

_ 1]als) -11e{s)
Iy = & [ ] + L [F(:TLO (e-12)

i, -1l als) T .. -Mo(s)
L. = =1 + - C-1
IlJ 3 tlf 043 [d = ] 5 ilf OJ3 [c - (c-13)
R s a(s) 1., s b(s)
I;3 = 3 lm [—er . ] + 3 lin [c . (c-14)
8 - @ 5 =
a c, +Db d
=1 *m m-1 “n
T,, = — (C-15)
1) 2 dn Ch

where d 1s the coefficient of s" in d(s), ete. If the numerator poly-
nomials of Fi(s) and Fj(s) are g(s) of order p and h{s) is of order g,

then

a(s) e(-a) + b(-s) d(s) = g(s) h(-s) (C-16)
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and the objective is to solve for a__, end b ; glven c(s), d(s}, els)
and h(s). Following Shipley's approach for solving problems of this
type (Ref. 39:

-~ - e -

Co O o ¢ 0 B.o
. Co L] *
. . 0 .
(-1)E‘m .« co < L] }
O ("1)%131 L ]
. .0 N
n
L] L (‘T)Cm an-u‘i
b -l ke -l
(mtn) x n
(a, 0 .0 [ v, ]
- do . »
- L] 0 L ]
+ C-1
a . 8 < o2 (C-17)
0 &, . .
» 0 . [ ]
T =1
K . dnd _('1 Jo_;
(wn) x m
- - - s
go O + 4+ 0 ’— ho go
. go . . .
[ ] L 0 » »
Sp . go . .
= 0 gp . < . > - ‘ . ?
[ ] 0 L] L ] L]
» L ] . L ] .*
o 0 & . gp
0 ¢ . ..0 . 0
0 0 L I ] 0 (-1)% 0
b -J b q'— l— -l

{m+n) x (g+1)
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The matrix or vector on the right hand side of EqC-17 must be augmented
with (m+n-p-q-1) rows of zeros so that the orders of the alternate expres-
sions for the numerator of Fi(s) Fy(-s) are comparable (1.e., when Eq C-17

0 wne- )

is pre-nultiplied through by s~ «v. 8 Equation C « 17 can be

rewritten in vector-matrix form as

Ca+Db = Gh = g° {c-18)

using the obvious definitions for the symbols. Consequently,

[e i =]

(mrn)x(mn) TLwn)xt (wro)x(gh)  (g+i)xl  (mrn)x)

-a-} e G_h_ = g (Cc-19)
b ~——_ .

and Cramer's rule gives

i
det [Ca ' D]
a4 = ' {c=20)
n-1 det [C | D
i
det |C
Ope1 = L[ '-Db] (c-21)
det lC { D]
where _ e
co 0 o o @ 0 go
L ] co L ]
6 » -
(=1) ey . *
o
Ca = 0 (~1) ey 0 (c-22)
[ ] 0 L ]
L » [ ] .J
(m+n)xu
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and

_ &
dO 0 [ 0 go
- do .
n * .
Dy = * {c=23)
o fn gp
. Q O
" (m+n)xn -

Since this is the algorithm used for numerical calculation via the
Phillips' integrals (see Eq E.1-19, p. 370, Ref. 28), creation of a
program for evaluation if Iij via Eq C-15 and C-20 through C-23 should
be reasonsbly stralghtforward.

This would be the traditional way, and indeed, it was the way we chose

to proceed.

When the overall systems analysls problem is considered, however, one
must take into account the fact that the eigenvalues of d(s) and e(s)
will often have been calculated for other purposes. This fact would
meke evaluation if Iij via the sum of residues method (Eq C-8) quite
appealing since a modal response coefficient calculation subroutine
could doubtless be made a part of the systems analysis package. The
best approach would probably include both methods. The evaluation could
then be branched to one technigue or the other depending upon whether or

not the required eigenvelues were avallable from previous calculations.
C. PROGRAM FCR EVALUATING COVARIANCE

Evaluation of a single element of the covariance matrix is to be
accomplished using Eq C-15 and C-20 through C-23 of the previous subsectlon.
The program implementing these equations 1s written in Super Bagic language
for use on the Tymshare computer system (Ref, LO).
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A flow diagram for this program is given in Fig. 32. The program

User
Calls Covariance

Program ,|COV|
From Exective

User Enters
Next File Name

== File Nome7 [ o°
Print Transfer
Reg?: Tlgput ——=| Functions ; Shape (=F,),
F| and F2
Compute 1j; Print

EEEEEESSE—
and yI1j; Ijj N

Figure 32. Covariance Program Flow Diagram

listing is displayed in Table XXXVI. (The binary version of this program

is here assumed to be stored in the file named /COV/.)
1. Program Use

Prepare one input data field for the three transfer functions necessary
for computation of each covariance desired. The format for this data

field is given below.

Each of the three transfer functions must be of the form,
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TABLE XXXVI
LISTING FOR COVARIANCE PROGRAM
=} PRINT

10 PRINT "FILE NAME"

15 DIM ZC18)»PC15),Z25(15.,2),P%(15,2),A(=2135)
20 BASE O

25 INPUT F

30 DIM T(35),B(35),F(35),F53(35),C(35),C8(3%2,H(35),
H3(35),GC(352,G%(35)

35 HK=0

40 OPEN F.INPUT.1

45 INPUT FROM 13R1:Z1,Z2,P1,P2

50 FOR I=1 TO 15

55 ZCIXYsPC1)sZ8C1,1)22%¢1i,2)5P3C1,1),P8(1.2)=0
60 NEXT 1

65 IF Z1=0 THEN 85

70FO0R I=1 TF0 Z1

7SINPUT FROM 13 Z(I1)

SONEAT 1

B85IF Z2=0 THEN 105

90FOR I=1 TO Z2

95INPUT FROM 1s Z8(I»13525(1,2)

LOONEXT 1

1051F Pl=0 THEN 125

110FOR I=1 TO Pl

}15INPUT FROM 13 PC(D)

120NEAT 1

1251F P2=0 THEN 145

130F0R 1=1 70 P2

135INPUT FROM 1t P3(1,1),P8(1,2)
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L40NEAT 1

145 KsK+]

150 GOsUB 595
155G05UB 735

1601F K=1 THEN 175
1651F K=2 THEN 285
17GIF K=3 THEN 275
1 75N2=N1.,D2=Dl

180 FOR =0 TO N2
185FC(I»=T(C1)
190TC1)=0

L95NEXT 1

200 FOR I=0 TOQ D2
205F8(1)=B(1)
210B(12)=0

215NEXT 1

£220G0 TO 45
225N3=N1,D3=D1

230 FOR 1=0 TON3
235C(I)=T(I)
240TCI)=0

245NEAT 1

250 FOR I=0 TO D3
255C8(1)=B(])
260B(I)>=0

265NEXT 1

270G0 TO 45

275FOR I=0 TO N2+NJ3

TABLE XX¥VI {cont'd)

5
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TABLE XXXVI {cont'd)
280H(I »=0
885IF 1-N3>=0 THEN Jl=[=N3 ELSE Jl=0
2901IF N2<=1 THEN J2=N2 ELSE J&=]
295F0R J=dJl1 TOJ2
A00H( 1) =HC(I D) +FCJI*CCI =)
305NEXT J»l
310FOR 1=0 TO D2+D3
315H%C(1)=0
3201IF I1-D3>=0 THEN Jl=I=-D3 ELSE Ji=0
3251F D2«<=]1 THEN J2=D2 ELSE J2si
330F0QOR J=Jdl TO J2
335H3CL »=HB(I)+FE(UI*CEC(I =)
J4ONEAT Jol
J45N3=N3+N2
350b3=D3+D2
355F0R [=0 TO N2+N1
360G¢1)=0
365IF I~-N1l>=0 THEN Ji=I-Nl ELSE Jl=0
3701F N2<=1 THEN J2=N2 ELSE J2=1
J75FOR J=Jl TO J2
JEBOGCI)=GCI)+F(JI)*TC(I=J)
385NEXT Jsl
390FOR 1=0 TO D2+Dl
395G3(C(I)=0
4001IF I-D1>=0 THEN Jl=l-Dl ELSE Ji=0
405]1F b2<=] THEN J2=D2 ELSE J2=l
410F0R J=dJdl TO J2

415G5C(1 =GB CI)+FSC(J)*B(I~-U)
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TABLE XXXVI (cont'd)

420NEXT J»l
425N1=N1+N2,D1 =Dl +D2

430 IF Nl>Dl THEN GO TO 585
435 [F N3»D3 THEN GO TO 585
440 BASE |

445 YAR =ZERD

450 DIM ASC(DI+D3+D1+D3)sB3(D1+DIsN3+1),DI(N3+1,1),ESC(DI+D3»1i
J»SE(D1+D3, 1)

455 FOR J=1 TO DI

460 FOR I=d TO D3+J

465 ARCI»J)=C(~1) (I =-JI)*HI(I~J])
470 NEXT IsdJ

475 FOR J=D1+1 TO Dl1+D3

480 FOR I=J=D1 TO J

485 AS(I W) =GEC(I=-J+D1)

430 NEXT I»dJd

495 FOR J=1 TO N3+l

500 D(d:l):(-l)t(d+15*ﬁ(d-l)
505 FOR I=Jd TO Nl+tJ

910 B3(I,J0)=G(l~-J)

515 NEXT I.J

520 MATES=B%$%D

525 MAT AS=INV(AS)

530 MAT S3=A%$*ES

535 I=e5%(585(D1,1)/7G3(D1)+{(=1)¢(D3=1)*S8(DI+D3»1)/7H%C(D3))
540 PHINT

545 PRINT

550 PRINT "COVARIANCE a*;1 {cont'd)
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TARLE XXXVI (cont'd)
555 PRINT

560 PRINT

565 PRINT "ABSV S@ RT COV ="3;SQR(ABSC(I))

570 PRINT

575 CLOSE 1

540 GO TO 5

585 PRINT"NUMERATOR GREATER THEN DENOMINATOR"
590 GO TO 5

S595PHINT

600PRINT

6051F K=1 THEN PRINT " TRANSFER FUNCTION SHAPE"
6101IF K=2 THEN PRINT"TRANSFER FUNCTION Fi"
615iF K=3 THEN PRINT "TRANSFER FUNCTION F2"
620PRINT

625PRINT " GAIN = '"i1Kl

6301F Z1=0 THEN 655

635F0H I=1 TO Z1

640PRINT

G45PRINT " Z{"sIs™) = "i1Z(I)

6B0NEAT 1

6551iF Z2=0 THEN 680

660F0OR I=1 TO Z2

665SPRINT

6TOPRINT " ZDR('"11:™) ="3ZS(I,123"ZNF("tI1™) ="31Z25(1,2)
675NEXT 1

6801F Pl=0 THEN 705

685F0OR I=1 TO Pl

(cont'd)
690PRINT
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TABLE 0XVI {cont'd)

69SPRINT "PC("tIt1") = “gPC1)
TOONEAT 1

70S1F P2=0 THEN 730

710FOR I=1 TO P2

71SPRINT

TEOPRINT * PDR(":I13") = "iPSCI,1)3" PNF("1l1'") = "1P$C1,2)
72SNEXT 1

730RETURN

735F0R I==-2 TO 35

740ACI) =0

T4SNEXT 1

7504€0) =K1

7551F Z1=0 THEN 780

T6OFOR I=1 TO Zi

765F0R J=I TO O STEP =1

TI0ACII =ZCI Y *ACJI+ACI=1)

TISNEXT J-1I

7801F Z2=0THEN 805

785F0R 1=1 TOZ2

T90FOR J=Z1+2%Z2 TO Q STEP ~-1

TYSACUI=ZI (122 %(Z8 (] ,2)%ACU)+24Z35( 14 1) *ACJ=1))+A(J~2)
BOONEXT Jsl

BOSFOR 1=0 TO Z1+2%Z2

810T(1)=ACT)

8154C1)=0

B20NEXT I

B25AC0) =1

830 LF P1=0 THEN 855 (cont'd)
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TABLE XXXVI (concluded)

835 FOH I=1 TO Pi

B40P0R J=I TO O STEP -1
B4SACJY=AC D) *P(I2X+A(J=1)
B50NEXT dJd»l

K551F P2=0 THEN E80

B60FOR I=1 TO P2

B65SFOH J=Pl+2%1 TO O STEP ~-1
B70ACUI=PSC(I»2)*%(FPCIs2)%A(JI+2%PE(1,1)%ACJ~12)+A(J-2)
BI5NEXT Jsl

BBOFOR 1=0 TO Pl+2%P2
g858B(1)=AC])

890 NEXT I
B895NI=Z1+2%Z2, D1l =Pl +2+F2

900RETURN
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where,

K I[(s + z4) I](SE +2f o8 + a%) i=1,2,..,,N21

a{s) = 5 Jo=1,2,..,N22
II(S + By IT(S + 20w + u%) k=1,2,..,NP

L =1,2,.,,NP2

Put into the shorthand notatlon this becomes,

NZ1 Nz2
K H (Zi) H (CJ}(DJ)
= WE1 NED

H (PKJH (Cﬂ,wf_)

G(s)

G(s), of course, represents Fy(s), F,(s) or Fy(s) as the case may be.

The data field consists of the following array of numerical values.

parameters
for TRANSFER K, Nz1, NzZ2, NP1, NP2, z,, .., ANAE €15 Wiy e
FUNCTION SHAPE

= FO(S) vy ENZZ’ Uons Py »vs Pypyo C1s ©15 oy CNPeJ Oypo

parameters
for TRANSFER K, NZ1, NZ2, ... etc.
FUNCTION F1

= F,(s)

parameters
for TRANSFER X, ¥z1, Nz2, ... etec.
FUNCTLION F2

= FQ(S)

When the data field is read from paper tape to file in EDITOR, the
computer will request "FILE NAME?". The name given by the user will be
the name the user must enter when the covariance program, /COV/, is

ready to execute.

To use the covariance program, /COV/, it must be called from
EXECUTIVE. (e.g. "-GO (LIB)/COV/") The computer will request "FILE
NAME?". The user will respond with "/(neme of first data file)/".
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The computer will then print out the parameters of the three transfer

functions in the data field according to the following format.

TRANSFER FUNCTION SHAPE

GAIN =

7z{1) =

Z(Nze) =

ZDR(1) = ZNF(1) =
ZDR(NZ2) = ,ZNF(NZ2) =
P(1) =

P(NP1) =

PDR(1) = ,PNF(1) =
PDR(NE2) = ,PNF(NZ2) =

And so on for TRANSFER FUNCTION F? and TRANSFER FUNCTICN F2 in that order.

First order poles and zeros are printed one to a line with the root
number enclosed in parentheses. Second order poles and zeros are printed
with the damping ratio, ¢, first (ZDR and PDR) and the undamped natural
frequency, ®, next (ZNF and PNF) with the root nurber enclosed in

parentheses.
Next the computer will print out
COVARIANCE = (value of covariance)

ABSV 8Q RT COV = (value of square root of absolute
value of covariance)

and then request "FILE NAME?" for the next covariance case to be computed.
2. Progrem Limitations

(1) All poles of FO’ F, and F2 mugt be located in the left half
of the complex plane.
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(2) The order of the denominator of FoFy must be greater than
the numerator of FOFk’ k=1,2

(3) Neither FoFy nor FoFo may have more than 35 poles.

(4) No numerator or denominator of Fg, Fy or Fp may have
more than
® 15 real zeros or

® 15 pgirs of complex zeros.

(5) The program auvtomatically checks to determine that the
matrix [CE D] is not ill-conditioned for inversion. If
this check fails the computer prints the message,
"MATRIX IS TLL-CONDITIONED FOR INVERSION".

%. Exemple

Computation of the covariance of d, and dg (the variance of 4g)

in response to ug guets for the A-7D system is here used as an example.

The input shaping filter for Ug has the following transfer function.

FO = —(6—55)- {C-2h)*

The two system transfer functions are:

-0.244{0){0.04254)(1.602)[0.9989, 0.9867]**
P, = F. = **[0,3844, 2.203] )
1 : (0.0%68)(0.0428)(0.895L ) (0.977) (2. 127)** (c-25)

**[0.3506, 2.403][0.3656, 0.2841]

(F1 is equal to F2 in this casge because a speclal case of the covariance,

a variance, is here beling computed.)

* Abbreviated notation is used for polynomisl factors in root locus form:
Real factor (1) means (s + 1)

Quadratic factor [¢; @] means [s2 + 2tus + af ]
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The input data field for these transfer functions prepared in the

proper format is shown below.

Bed2 U 0 1 U 38

= e24453221522500 00435451 8022 « 99892 +IBAT» e 3B44,2203
w0368 s Q4285 «HIDA 21275 9777

«350622+4032+36565 2541

- e24433321522205 004354+ « 6022 899895 9867 «3844,2.203
e036Hs 04282 +895452+1272 977

s 35062244035 36561 2841

This date is entered in EDITOR and given the file name, /K7/, in this

example.

Next, the covariance program, /COV/, is loaded. This is shown in
the first line of the print out which follows. The covariance program
then executes after the user responds to FILE NAME? with /K7/. (See

the second and third lines in print out below.)

=G50 (LIW)/7COV/

FILE NAME

1 /R
TRANSFER FUNCTION SHAPE
GAIN = B.72

PC L) = 38

TRANSFER FUNCTION Fl

GAIN = =«244
ZC 1> = O
ZC 2) = 4..354E-02
Z¢ 3) = 1.602
ZDRC 1) = «9989 ZNFC 1) = 9867
ZDRC 2) = «3844 ZNFC 2) = 2.203
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PC 1) = 3.68E-02
PC 2) = 4.28E=-02
PC 3 = 8954

PC 4) = 2.127

FC 5) = 977
PDRC 1) = +3506 PNFC 1) = 2403
FPDRC 2) = +3656 FNF( 2 = <2841

TRANSFER FUNCTION F2

GAIN = =+244
40 1) = 0
£C 2) = 4.354E-02
£ 3) = 1+602
ZDRC 1) = 9989 ZNFC 1) = «9867
ZDRC 2) = 3844 ZNF( 2) = 2.203
PC 1) = 3«68E-02
PO 2) = 4428E-02
PC 3) = <8954
PO 4) = 2Z2.127
PC 5) = 977
FDRC 1) = 43506 PNFC 1) = 24403
PDRC 2) = +3656 PNF( 2) = <2841
COVARIANCE = 29645232

ABSV S6 RT COV 17219849

FILE NANE
?

Upon entry of the next file name the covarlance program will agein execute.
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